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Abstract Observations and models of Ceres suggest that its evolution was shaped by interactions
between liquid water and silicate rock. Hydrothermal processes in a heated core require both fractured
rock and liquid. Using a new core cracking model coupled to a thermal evolution code, we find volumes of
fractured rock always large enough for significant interaction to occur. Therefore, liquid persistence is
key. It is favored by antifreezes such as ammonia, by silicate dehydration which releases liquid, and by
hydrothermal circulation itself, which enhances heat transport into the hydrosphere. The effect of heating
from silicate hydration seems minor. Hydrothermal circulation can profoundly affect Ceres’ evolution: it
prevents core dehydration via “temperature resets,” core cooling events lasting ∼50 Myr during which Ceres’
interior temperature profile becomes very shallow and its hydrosphere is largely liquid. Whether Ceres has
experienced such extensive hydrothermalism may be determined through examination of its present-day
structure. A large, fully hydrated core (radius 420 km) would suggest that extensive hydrothermal circulation
prevented core dehydration. A small, dry core (radius 350 km) suggests early dehydration from short-lived
radionuclides, with shallow hydrothermalism at best. Intermediate structures with a partially dehydrated
core seem ambiguous, compatible both with late partial dehydration without hydrothermal circulation, and
with early dehydration with extensive hydrothermal circulation. Thus, gravity measurements by the Dawn
orbiter, whose arrival at Ceres is imminent, could help discriminate between scenarios for Ceres’ evolution.

1. Introduction

The imminent exploration by spacecraft of the dwarf planet Ceres has motivated recent extensive
telescopic observations [Thomas et al., 2005; Li et al., 2006; Carry et al., 2008; Drummond and Christou,
2008; Milliken and Rivkin, 2009; Rousselot et al., 2011; Küppers et al., 2014; Drummond et al., 2014], as well as
the development of models of Ceres’ geophysical evolution and present state [McCord and Sotin, 2005;
Castillo-Rogez and McCord, 2010; Castillo-Rogez et al., 2007; Zolotov, 2014]. Observations and models both
suggest that liquid water may have persisted in the interior of Ceres over geological timescales, possibly
until present [Castillo-Rogez and McCord, 2010; Rivkin et al., 2011; McCord et al., 2012]. Liquid persistence
may be enabled below 273 K by salt or volatile antifreezes such as methanol or ammonia [Hussmann et al.,
2006; Desch et al., 2009; Castillo-Rogez and McCord, 2010; Sohl et al., 2010].

If present over such extended timescales, liquid water could have played a major role in shaping the
geophysical evolution of Ceres. For example, interactions between liquid water and Ceres’ rocky core
could have occurred, altering physical and chemical properties of the silicates. Common products of such
interactions, carbonates, and clay minerals are seen on Ceres’ surface [Milliken and Rivkin, 2009; Rivkin
et al., 2011]. Water-rock interactions may have influenced Ceres’ geophysical evolution in several ways. First,
dry silicates may have hydrated once in contact with liquid water at lower temperatures. Hydration causes
rock to swell and tends to decrease its thermal conductivity [Horai, 1971; Castillo-Rogez and McCord, 2010],
resulting in a larger core that better retains heat. Second, hydration reactions tend to be highly exothermic
[Cohen and Coker, 2000], adding to Ceres’ heat budget. Third, chemical interactions between water and
rock may leach out radiogenic elements, such as potassium, from core silicates [Castillo-Rogez and Lunine,
2010; Castillo-Rogez and McCord, 2010]. Similarly, salt or volatile antifreezes such as ammonia, invoked as
a requirement for liquid over the long term [e.g., Desch et al., 2009; Castillo-Rogez and McCord, 2010; Rubin
et al., 2014], may be produced or consumed in water-rock reactions [Matson et al., 2007; Fortes et al., 2007;
Glein et al., 2009]. Finally, water can circulate through pores or fractures in the core and efficiently transport
heat outward in a convective pattern known as hydrothermal circulation [Young, 2001; Young et al., 2003].
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The major part of water-rock interactions presumably occurs in core macrofractures and microfractures
(connected pores), because these offer a much greater area of water-rock interface than the core’s outer
surface (“seafloor"), as well as higher temperatures that speed up kinetically controlled chemical reactions.
Moreover, core fractures could feature chemical disequilibria at water-rock interfaces. The availability of
chemical energy and presence of liquid water make long-lived core cracks a potential habitat for life as we
know it.

The extent of fracturing in Ceres’ core is unknown, and, to our knowledge, neither the extent of core
fracturing nor the effects of water-rock interaction have been investigated in models of Ceres’ evolu-
tion. A key reason for this is that models of core fractures on icy bodies have focused on cooling cracks
[Vance et al., 2007], while models of Ceres suggest that by the time the core starts cooling, the icy shell is
mostly frozen [Castillo-Rogez and McCord, 2010]. However, the problem is still worth visiting, first because
long-term liquid may persist due to antifreezes, and second because cracking can also result from heating
[Norton, 1984], which on Ceres likely occurred concurrently with the presence of liquid [Castillo-Rogez and
McCord, 2010].

Coupled geophysical-geochemical evolution models have so far focused on the evolution of planetesimals
[Cohen and Coker, 2000; Grimm and McSween, 1989; Palguta et al., 2010] or icy moons [Travis et al., 2012].
Local hydrothermal systems around magmatic intrusions on Martian volcanoes or impact craters have also
been modeled [e.g., Newsom, 1980; Gulick, 1998; Rathbun and Squyres, 2002; Abramov and Kring, 2005;
Pope et al., 2006; Barnhart et al., 2010; Schwenzer et al., 2012]. Several of these studies have used numerical
codes developed for Earth applications, such as SUTRA [Voss and Provost, 2010] and HYDROTHERM [Hayba
and Ingebritsen, 1994], which model fluid flow in porous media. A third code, MAGHNUM, was developed
to model local hydrothermal systems on planets [Travis et al., 2003], and later expanded as a global planetary
thermal evolution code [e.g., Travis et al., 2012]. Although MAGHNUM incorporates the effects of
hydrothermal circulation, it does not account for silicate hydration or dehydration. A geophysical model
of the present state of potential hydrothermal systems on water-rich bodies has been developed [Vance
et al., 2007; Sohl et al., 2010], but this model has not been applied to Ceres and neglects time evolution.
This model is further discussed below. Finally, time-evolution models developed by Malamud and Prialnik
[2013, 2015] and applied to Enceladus, Mimas, and Kuiper belt objects include the rock swelling and heating
effects due to serpentinization, the flow of water liquid and vapor, and a detailed treatment of rock and ice
porosity by means of equations of state. These models therefore offer an opportunity for comparison with
those presented here.

There exist recent, sophisticated models of hydrothermal systems in the Earth sciences. These generally
focus on a specific aspect of these systems, such as 3-D fluid flow in porous or fractured media [Person
et al., 2012], vapor-brine phase separation and salinity [Han et al., 2013], or transport of reactive fluid
[Steele-MacInnis et al., 2012; Ord et al., 2012]. In practice, these aspects feed back on one another. However,
their integration into a single detailed model of the physics and chemistry of local or globally averaged
hydrothermal systems remains a challenge to existing computational capabilities [Ingebritsen and Appold,
2012]. Most of these models do not discuss the appearance or disappearance of pores or fractures, not
only mainly because the feedbacks with reactive hydrothermal flow are not well understood [Ingebritsen
et al., 2010] but also because many models focus on simulating hydrothermal systems limited in their
spatial extent and lifetime. The models that focus on spatially variable or anisotropic porosity and
permeability generally assume that these properties remain invariant over time [Xu and Pruess, 2001; Jones
et al., 2004], or consider simple geometries of restricted spatial extent [Bolton et al., 1999].

In the following sections, we first briefly review the global thermal evolution model on which we base
this study [Desch et al., 2009]. Next, we present a model for core fracturing which expands on the work of
Vance et al. [2007] and suggestions of Travis et al. [2012], and which is inspired by models of hydrothermal
systems on Earth. We then explain how this model is incorporated as a cracking subroutine into the
thermal evolution code of Desch et al. [2009], along with the inclusion of silicate hydration and dehydration,
and hydrothermal circulation in the porous layer. The level of detail in the resulting code is similar to that
of Malamud and Prialnik [2013, 2015], albeit with a different approach in the treatment of differentiation,
porosity, and hydrothermal heat transfer. We apply the model to Ceres and investigate the influence of
fracturing and physical water-rock processes on its evolution.
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2. Thermal Evolution Code

The code of Desch et al. [2009] performs time-dependent calculations of the internal temperature profile
and structure of bodies made of rock and ice. It is applicable to objects roughly 300 to 1500 km in radius, as
it neglects porosity (significant below this radius range) and the compressibility of rocky and icy materials
(significant above this range) as well as high-pressure phases of ice.

Inputs to the code are body radius, density, ammonia content, surface temperature, initial temperature
(isothermal radial profile), and time of formation, as well as the total simulation time. From the density
input, a bulk rock-to-ice ratio is determined. The initial structure is assumed homogeneous and
undifferentiated, and mass is distributed assuming spherical symmetry on a fixed-volume 1-D grid, with a
specified number of zones evenly distributed in radius (typically 200). The internal energy in each grid zone
is computed from the initial temperature using equations of state, detailed by Desch et al. [2009], for rock
and ice (which includes water ice I, liquid water, liquid ammonia, and ammonia dihydrate I). It is assumed
that any accretional heating has been dissipated before the starting time of the simulation.

From this initial state, the internal energy Ei in each grid zone i of outer radius ri is updated after a time step
Δt. This time step (typically fixed at 50 years) must satisfy a Courant condition Δt < min[(Δr)2∕(2𝜅d)], where
𝜅d is the thermal diffusivity. Energy changes are due to heat fluxes Fi out of each zone, radiogenic heating
Qi,rad, and gravitational energy release Qi,grav:

Ei(t + Δt) − Ei(t)
Δt

= 4𝜋r2
i−1Fi−1 − 4𝜋r2

i Fi + Qi,rad(t) + Qi,grav (1)

Heat fluxes, assumed conductive, are computed using a finite-difference scheme as follows:

Fi = −
ki + ki+1

2

Ti+1 − Ti

(ri+1 − ri−1)∕2
(2)

Here ki are the thermal conductivities in each grid zone; chosen expressions are given by Desch et al. [2009]
and in Table 4. In the ice shell, possible heat transfer by solid-state convection, rather than conduction,
is accounted for by parameterizing ki in terms of the Rayleigh number in the shell [Desch et al., 2009].
Vigorous convective heat transfer is also assumed to occur in any grid zone containing more than 2% liquid
(“slush”); in this case the thermal conductivity is set arbitrarily to a value of 400 W m−1 K−1, high enough to
obtain a near-isothermal temperature profile across the slush layer. Ti are the temperatures, computed such
that Ei is the energy required to raise the mix of rock and ices from 0 K to Ti , including phase transitions,
using the equations of state mentioned above. The boundary conditions are zero heat flux at the center
(by symmetry), and a fixed temperature (i.e., fixed energy) at the surface as determined in the input.

The heating term Qi,rad(t) due to the decay of radionuclides j is given by

Qi,rad(t) = Mrock,i

∑
j

Nj ΔEj ln(2)∕t1∕2,j exp(−ln(2)∕t1∕2,j × t) (3)

where Mrock,i is the mass of silicate rock in a zone i, Nj is the number of atoms of the nuclide j per kg of
rock, ΔEj is the energy produced per decay, and t1∕2,j is the nuclide half-life. These parameters are given
by Desch et al. [2009] for the long-lived radionuclides 40K, 232Th, 235U, and 238U. 26Al decay heating is also
accounted for, assuming a half-life of 716,000 years, a 26Al/27Al atomic fraction of 5 × 10−5 [Castillo-Rogez
et al., 2010], an initial abundance of 8.41 × 104 Al atoms per 106 Si atoms [Lodders, 2003], and a calculated
energy heat per decay ΔE of 3.177 MeV (within 2% of the value estimated by Castillo-Rogez et al. [2010]
using the same method, but slightly different assumptions on neutrino energies [Desch et al., 2009]). These
values yield an initial heating rate ΔEj(ln 2∕t1∕2) (Nj∕106)∕(151 mnucleon) of 0.26 μW/kg of rock, assuming
that rock contains on average 151 nucleons for every Si atom.

Ice-rock differentiation occurs if the temperature in a zone exceeds a threshold Tdiff. Physically, it is assumed
that differentiation is initiated by ice melting at a temperature of first melt (solidus) that depends on
initial ammonia content. For nonnegligible amounts of ammonia (arbitrary mass fraction of 10−2 with
respect to H2O), we set Tdiff = 176 K; otherwise, we set Tdiff = 273 K. In practice, melting first occurs in
the central zones and differentiation proceeds outward. In all the zones exceeding Tdiff, the code redis-
tributes mass by first filling the innermost zones with rock, then the zones surrounding this rocky core
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with liquids and ammonia dihydrate, and finally the outermost differentiated zones with pure water ice.
This approach ensures mass conservation. Volume changes are precluded by choosing fixed densities
for liquid water and ammonia, slightly different from their actual values: the density of liquid water 𝜌H2O (l)

is equated to that of ice 𝜌H2O (s), and the density of ammonia 𝜌NH3 (l) is determined by mass balance:
𝜌NH3 (l)

−1 = 𝜌H2O (l)
−1 + (𝜌H2O (s)

−1 + 𝜌ADH (s)
−1)∕Xc, where 𝜌ADH (s)

−1 is the density of ammonia dihydrate and
Xc = 0.321 is the eutectic ammonia mass fraction. Density values are provided by Desch et al. [2009].

Differentiation leads to a gravitationally unstable configuration, with an ice mantle underneath a denser,
undifferentiated crust. Such a configuration is prone to Rayleigh-Taylor instabilities, which Rubin et al. [2014]
showed act on geological timescales in zones where Ti > Tdiff ≈ 140 K. This value of Tdiff is adopted in the
late stages of differentiation.

Differentiation generates heat due to gravitational energy release. The gravitational potential energy Ug is
calculated at each time step:

Ug = −G∫
Rp

0
4𝜋r 2𝜌(r)M(r)

r
dr (4)

where M(r) is the mass enclosed within a sphere of radius r and G is the gravitational constant. If
differentiation has redistributed mass and changed Ug during a time step, this energy difference ΔUg is
redeposited uniformly throughout all differentiated shells, out to a radius Rdiff. The corresponding heating
term Qi,grav in equation (1) is given by

Qi,grav =
ΔUg

Δt

r3
i − r3

i−1

R3
diff

(5)

This thermal evolution code, which accounts for ice-rock differentiation and ammonia antifreeze, is our
starting point for exploring consequences of the persistence of liquid water interacting with a rocky core
over geological timescales. We now proceed to quantify the extent of these interactions using a core
fracturing model, which we describe below.

3. Geophysical-Geochemical Model of Core Fracturing

Modeling the extent of macrofracturing and microfracturing in the cores of icy worlds over geologic
time provides an estimate of the extent of hydrothermal circulation. In turn, such estimates constrain the
magnitude of the coupling between geophysical and geochemical processes in icy world evolution. In this
section, we describe a new model of core fracturing.

We assume that icy body cores are made of ferromagnesian silicate minerals, either dry or hydrated.
Such compositions are typical of Earth’s upper mantle [Sohl et al., 2010], and also compose ordinary and
carbonaceous chondrites. Therefore, we do not account for alkali-rich minerals.

We model five phenomena which may influence core fracturing on small and large scales: (1) the
brittle-ductile transition in hydrated rock; microcracking by (2) thermal expansion mismatch of mineral
grains and (3) expansion of pore water upon heating; and microcrack and macrocrack shrinking due to
(4) rock swelling during hydration (as well as crack widening during dehydration) and (5) precipitation of
mineral species (as well as widening due to dissolution). We account for elastic opening and closing of
cracks. Many other phenomena may affect cracking, such as compaction and thermal expansion of the solid
rock matrix [Germanovich et al., 2001], increases in fluid pressures from precipitation clogging [Germanovich
et al., 2001], exsolution of volatiles from water [Kelley et al., 1993], pressure solution of species [Bolton et al.,
1999], anisotropy in the permeability of rock [Bolton et al., 1999], multiphase flows [Goldfarb and Delaney,
1988; Xu and Pruess, 2001; Ingebritsen et al., 2010; Han et al., 2013], and exogenous impacts [Bowling et al.,
2014]. We neglect these phenomena in this simple approach.

3.1. Brittle-Ductile Transition in Hydrated Rock
The extent of core cracking is limited by the healing timescale of cracks. Cracks heal when rock accom-
modates stresses in a ductile or plastic fashion at high pressure and temperature. We do not distinguish
between the brittle-ductile and brittle-plastic transitions [Kohlstedt et al., 1995] and will refer to the
transition as brittle-ductile. This transition occurs when the brittle and ductile rock strengths are equal.
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Such a model successfully predicts the strength profile of Earth’s lithosphere with depth [Kohlstedt et al.,
1995; Escartin et al., 1997a].

The frictional strength of brittle rock, 𝜏 , is given as a function of normal stress 𝜎 by [e.g., Kohlstedt et al., 1995]

𝜏 = 𝜇f (𝜎 − Pw) + Cf (6)

where 𝜇f is the coefficient of friction, Pw is the fluid pressure, and Cf is the frictional cohesive strength.
Empirically, 𝜇f and Cf are found to be similar regardless of rock type [Byerlee, 1978], leading to a relationship
called Byerlee’s rule: 𝜏 = 0.85 𝜎 for 𝜎 < 200 MPa, and 𝜏 = 50 + 0.6𝜎 between 200 and 1700 MPa
(Cf = 50 has units of MPa). Hydrated clays are exceptions to this rule [Brace and Kohlstedt, 1980]: for
serpentine rock (lizardite, antigorite, or chrysotile), Escartin et al. [1997b, 2001] found that a brittle strength
with 𝜇f = 0.3 to 0.5 and Cf = 0 better fitted data from deformation experiments at pressures up to 1 GPa.
The dependence of 𝜇f on temperature is unclear, with reports of both increases [Moore et al., 1997] and
decreases within a large range of 0.1 to 0.85 [Hirth and Guillot, 2013]. Strengths 𝜏 ≈ 0.4𝜎 also seem to
apply to rocks that are just slightly serpentinized [Escartin et al., 2001]. We adopt values of 0.4 for 𝜇f and set
Cf = 0 for hydrated silicates, use Byerlee’s rule for dry silicates, and combine linearly the dry and hydrated
rock strengths for partially hydrated silicates. We neglect changes in these parameters with temperature.
To derive a rock strength value, we assimilate the normal stress as the confining pressure P(r). In practice,
Pw can be taken as 0 since the brittle-ductile transition occurs above the dehydration temperature of rock
(see below and Figure 8), such that water does not affect the frictional behavior of rock.

The ductile behavior of crystalline rock at temperature T and pressure P is described by a flow (creep) law of
the form [e.g., Weertman et al., 1978; Kohlstedt et al., 1995]:

�̇� = A𝜎nd−pexp
(
−Q + PV

RT

)
(7)

Here �̇� is the strain rate of the material, 𝜎 is the differential stress necessary for creep to occur at this rate,
A is a dimensionless material parameter, d is the grain size, p is the grain size exponent, Q and V are the
creep activation energy and volume of the material, and R is the ideal gas constant. Although typical Earth
mantle rheologies incorporate several creep mechanisms in parallel or series combinations [Kohlstedt et al.,
1995], experimental measurements on serpentine in the ductile regime are scarce. At the temperatures,
pressures, and differential stresses typical of icy dwarf planet cores (T = 200 to 1500 K, P = 10 to 4000 MPa,
𝜎 < 1 GPa), the relevant flow regime is diffusion creep, even for millimeter-sized grains. Rutter and Brodie
[1988] found equation (7) to describe the diffusion creep of serpentinite for T between 573 and 873 K,
P between 180 and 300 MPa, grain sizes between 0.1 and 60 μm, and differential stresses between about
5 and 170 MPa, with A= 105.62, n= 1, p= 3, Q= 240 kJ, and V = 0 (with 𝜎 in MPa and d in microns). These
values yield a flow law close to that of wet diffusion creep of olivine compiled by Korenaga and Karato
[2008], which included data collected at temperatures from 1473 K to 1573 K, confining pressures from
100 MPa to 2100 MPa, differential stresses from 4 to 410 MPa, strain rates from 10−3 to 0.7 × 10−6 s−1, and
grain sizes from 1 to 70 μm. Above the dehydration temperature of serpentine, 730 to 900 K [Perrillat et al.,
2005; Evans et al., 2013], the relevant flow law becomes that of diffusion creep in olivine in dry conditions.
Such a law was also compiled by Korenaga and Karato [2008] and the flow parameters are very similar
to those of wet diffusion and those of Rutter and Brodie [1988]. We therefore adopt the flow parameters
of Rutter and Brodie [1988], short of measurements at lower T and lower strain rates more representative
of conditions inside dwarf planets. The ductile strength is the differential stress 𝜎 that causes creep. The
ductile strength is typically insensitive to P and �̇� [Kohlstedt et al., 1995], but very sensitive to T , contrary to
the brittle strength which is sensitive to P, but not to T .

The rock strength is the lower of its brittle and ductile strengths. It is highest at the brittle-ductile transition
(Figure 1). In practice, we find the strain rate �̇� for which the brittle and ductile strengths are equal, and
assume cracks are healed past a time 1∕�̇�. At each time step, in cracked grid zones, this 1∕�̇� timescale is
compared to the time elapsed since cracking last occurred; the zone is assumed no longer cracked if the
time elapsed is greater than 1∕�̇�. Because �̇� in a given grid zone changes at each time step (primarily due
to temperature changes), the code heals cracks by a fractional factor (time elapsed since cracking) × �̇�(t)
at each time step and cracks are removed once the cumulative fraction is 1. Except for this estimation of
crack lifetime, the healing fraction has no effect on the geophysics and geochemistry included in the code
(e.g., no impact on crack size).
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Figure 1. Dry (olivine) and hydrated (serpentine) rock strengths inside
a Ceres-type dwarf planet. The olivine brittle strength follows Byerlee’s
law. The serpentine brittle strength is 𝜏 = 0.4 P [Escartin et al., 1997b].
The ductile strength 𝜏 = �̇� A dp exp[Q∕(R T)] is derived from Rutter
and Brodie [1988]; a strain rate of (10 Myr)−1 and a grain size of 1 μm
are assumed. The kink in the curves at radius 375 km marks the rocky
core–icy mantle boundary in this model.

3.2. Microcracking by Thermal
Expansion Mismatch
Core microcracks can develop when
a rocky core either heats up and
expands, or cools and contracts.
Vance et al. [2007] modeled the
cooling and contraction aspects, but
their model holds for heating and
expansion as well. We summarize their
model, adapted from Evans and Clarke
[1980] and Fredrich and Wong [1986].

Thermal expansion anisotropies
between square silicate grains result in
a mean stress 𝜎 that depends on the
cooling rate Ṫ (Figure 2a). 𝜎 is given by

d𝜎
dT

=
96ΩD0𝛿bE

31∕2kbd3Ṫ
e−

Qgb
RT

T
𝜎 − 𝛽EΔ𝛼

1 + 𝜈
(8)

This equation includes stress relaxation by creep (first right-hand term) and elastic processes (second
term). The threshold temperature at which stress starts accumulating is T ′, defined such that 𝜎(T ′) = 0.
An approximate analytical expression for T ′ is

T ′ ≈
Qgb

R

[
ln

(
96ΩD0𝛿bE

31∕2nkbd3Ṫ

)]−1

(9)

In equations (8) and (9), Ω is the atomic volume, D0 and 𝛿b are the grain boundary diffusion coefficient and
width, E is Young’s modulus for all grains, kb is Boltzmann’s constant, Qgb is the activation enthalpy, 𝛽 is the
boundary angle, Δ𝛼 is the thermal expansion anisotropy, 𝜈 is Poisson’s ratio, and n is a fitting parameter.

Let us consider an inclusion within a matrix. If the thermal expansion coefficient of the inclusion is higher
than that of the matrix, compressive or tensile stresses will develop upon heating or cooling, respectively.

Figure 2. Schematic view of the phenomena included in this study that influence the extent of cracking.
(a) Microcracking by thermal expansion mismatch of mineral grains. (b) Microcracking by expansion of pore water
upon heating. (c) Microcrack and macrocrack shrinking by hydration swelling of silicates (or widening by dehydration).
(d) Dissolution and precipitation of mineral species can widen, shrink, or even clog microconduits and macroconduits.
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Table 1. Description of Model Parameters Specific to Dry or Hydrated Silicates

Parameter Description Value Units References and Notes

Dry Silicates

E Young’s modulus 200 GPa Christensen [1966] and Hirth and Kohlstedt [1995]

𝜈 Poisson’s ratio 0.25 Christensen [1966, 1996]

𝜇f Friction coefficient 0.85 Byerlee [1978]; P < 200 MPa

0.6 P > 200 MPa

Cf Cohesive strength 0 MPa Byerlee [1978]; P < 200 MPa

50 MPa P > 200 MPa

KIC Fracture toughness 1.5 MPa m1∕2 DeMartin et al. [2004] and Balme et al. [2004]

𝜌 Density 3800 kg m−3 Chung [1971]

Hydrated Silicates

E Young’s modulus 35 GPa Christensen [1966] and Hirth and Kohlstedt [1995]

𝜈 Poisson’s ratio 0.35 Christensen [1966, 1996]

𝜇f Friction coefficient 0.4 Escartin et al. [1997b]

KIC Fracture toughness 0.4 MPa m1∕2 Tromans and Meech [2002], Funatsu et al. [2004],

Backers [2005], and Wang et al. [2007]

𝜌 Density 2600 kg m−3 Tyburczy et al. [1991], Auzende et al. [2006], and Nestola et al. [2010]

This can also occur between two adjacent grains similar in mineralogy, but differing in orientation, that do
not undergo isotropic thermal expansion: Bouhifd et al. [1996] showed that thermal expansion coefficient
anisotropies could be on the order of ∼ 10−6 K−1. Microfractures occur when the stress intensity KI exceeds
a critical value, the fracture toughness KIC . KI is estimated from T and P:

KI =
√

2
𝜋a∫

a

0

𝜎yy(x, T , T ′) x1∕2

(a − x)1∕2
dx − Pc ⋅ (𝜋a)1∕2 (10)

where a flaw of size a < d extends from the grain boundary (x = 0) to x = a. Pc is the confining pressure,
which tends to reduce stress, and 𝜎yy(x, T , T ′) is the normal stress along the x axis:

𝜎yy(x, T , T ′) = EΔ𝛼(T ′ − T)
2𝜋(1 − 𝜈2)

(
d2

d2 + (d − x)2
− d2

d2 + x2
+ ln

[d − x
x

]
− 1

2
ln
[

d2 + (d − x)2

d2 + x2

])
(11)

KI and KIC are substituted to differential stress 𝜎 and rock strength 𝜏 because crack propagation depends on
the product of the differential stress and the square root of flaw length [Griffith, 1921].

The flaw size a < d is chosen so as to maximize KI. To avoid the calculation of the integral in equation (10)
at each grid zone and time step, we tabulate values of a(KI max) separately from the main code for a range
of P and T .

Parameter values can be found in Tables 1 and 2. Vance et al. [2007] used parameters for olivine, although
one expects cracking to occur also in hydrated serpentine. With increasing hydration, Young’s modulus
decreases from 200 to 35 GPa and Poisson’s ratio increases from 0.25 to 0.35 at room temperature
[Christensen, 1966]. The values for both parameters increase only by about 10% or less from 50 to 1000 MPa
[Christensen, 1966], and 𝜕E∕𝜕T and 𝜕𝜈∕𝜕T for olivine seem small at room temperature [Kumazawa and
Anderson, 1969]. Therefore, we neglect the changes in E and 𝜈 with P and T , but not their change with
hydration. We adopt values of E and 𝜈 linearly interpolated between olivine and serpentine end members
(Table 1), depending on the degree of hydration of the silicates. While these values are appropriate for bulk
silicates, loosely consolidated rock can have a much smaller Young’s modulus.

The fracture toughness of olivine in hydrothermal areas was experimentally determined to be
KIC ≈ 0.6± 0.3 MPa m1∕2 [DeMartin et al., 2004], which is the value used by Vance et al. [2007]. However,
KIC for olivine may be as high as 2 MPa m1∕2 [Balme et al., 2004; Backers, 2005]. The fracture toughness of
clays and salts ranges from 0.1 to 1.5 MPa m1∕2 [Tromans and Meech, 2002; Backers, 2005; Wang et al., 2007].
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Table 2. Description of Model Parameters Not Specific to Dry or Hydrated Silicates

Parameter Description Value Units References

General Parameters
Di Initial subgrid crack width 10−2 m
D Crack width m
𝜏 Rock strength Pa
Pc Confining pressure Pa

Brittle-Ductile Transition
n Flow law index 1 Rutter and Brodie [1988]
p Grain size exponent 3 Rutter and Brodie [1988]
d Grain size 500 μm Vance et al. [2007]
Q Flow law activation energy 240 ± 40 kJ Rutter and Brodie [1988]
A Flow law coefficient 105.62 Rutter and Brodie [1988]
V Flow law activation volume 0 m3 Rutter and Brodie [1988]
�̇� Flow law strain rate s−1

Thermal Expansion and Contraction Mismatch
a Flaw size a < d m Vance et al. [2007]
D0𝛿b Grain boundary 1.5 × 10−0.8 m2 s−2 Hirth and Kohlstedt [1995]

diffusion coefficient × Width
KI Stress intensity MPa m1∕2

n Fitting parameter 23 Vance et al. [2007]
Qgb Activation energy for grain boundary creep 3.15 × 105 J mol−1 Hirth and Kohlstedt [1995]

Δ𝛼 Thermal expansion anisotropy 3.1 × 10−6 K−1 Bouhifd et al. [1996]
𝛽 Boundary angle 𝜋∕6 radians Vance et al. [2007]
Ω Atomic volume 1.23 × 10−29 m3 Hirth and Kohlstedt [1995]
T ′ Temperature at zero stress K

Thermal Pressurization of Pores
bp∕ap Pore aspect ratio 10 to 104 Norton [1984] and

Le Ravalec and Guéguen [1994]
𝛼w Thermal expansivity of water K−1 Wagner and Pruss [2002]
𝛽w Compressibility of water Pa−1 Wagner and Pruss [2002]
Pfluid eff Effective fluid pressure Pa

Hydration
Tdehydr. min Temperature at onset of dehydration 700 K

Tdehydr. max Temperature at onset of hydration 850 K

DH2O(T) Diffusion rate of water in rock 4.5 × 10−5 e−45000∕(RT) m2 s−1 MacDonald and Fyfe [1985]

Dissolution and Precipitation
Easilica Activation energy for silica dissolution 62.9 ± 2 kJ Rimstidt and Barnes [1980]
Eachrys Activation energy for chrysotile diss. 70 ± 10 kJ Thomassin et al. [1977]

Eamagn Activation energy for magnesite diss. 32.1 ± 3 kJ Pokrovsky et al. [2009]

Vsilica Molar volume of silica 29.0 × 10−6 m3 mol−1 Helgeson et al. [1978]
Vchrys Molar volume of chrysotile 108.5 × 10−6 m3 mol−1 Helgeson et al. [1978]

Vmagn Molar volume of magnesite 28.018 × 10−6 m3 mol−1 Helgeson et al. [1978]

𝜇i Rate law parameter 1 or Pokrovsky and Schott [1999] and
4 (magnesite) Xu and Pruess [2001]

A∕V Area-to-volume ratio 2∕D m−1 Rimstidt and Barnes [1980]
𝜌w Density of water 1000 kg m−3

Ri Rate of reaction mol m−3 s−1

ki Rate constant mol m−2 s−1

ai Activity Dimensionless or mol m−3 if ideality
Qi Activity product
Ki Equilibrium constant Helgeson et al. [1978]
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Funatsu et al. [2004] found that the fracture toughness of sandstone is relatively insensitive to temperature
but increases linearly with pressure, from 0.5 to 2.5 MPa m1∕2 between atmospheric pressure and 10 MPa,
which is half of the pressure expected at Ceres’ seafloor (Figure 1). In view of these results, we set a
canonical value of KIC of 0.4 MPa m1∕2 for hydrated silicates and 1.5 MPa m1∕2 for dry silicates. Again, we
interpolate linearly between these two end-members, depending on the degree of hydration.

Fredrich and Wong [1986] used values of E, Δ𝛼, 𝜈, d, and KIC close to those chosen by Vance et al. [2007] and
those used here. They showed that the above equations provide a temperature mismatch for the onset of
cracking compatible with thermal cracking experiments performed from room temperature up to 1000oC,
with typical total increases of order 100oC. Similar temperature changes are predicted by thermal evolution
models of Ceres [Castillo-Rogez and McCord, 2010], albeit at a much slower rate than in the experiments of
Fredrich and Wong [1986]. Slow heating allows the rock matrix to relax; this is captured by the use of the
temperature of zero stress T ′ [Evans and Clarke, 1980] instead of an initial temperature T0 in the equations of
Fredrich and Wong [1986].

3.3. Expansion of Pore Water Upon Heating
In hydrated areas, pore fluid is at confining pressure Pc. However, fluid can expand upon heating. Expansion
increases fluid pressure, creating a differential stress that can open microcracks if this stress is higher
than the rock strength [Paterson and Wong, 2005; Travis et al., 2012] (Figure 2b). We account for pore fluid
expansion following Norton [1984] and Le Ravalec and Guéguen [1994] (see also Dutrow and Norton
[1995] and Norton and Dutrow [2001]). For a temperature increase dT , the fluid pressure Pfluid increases by
𝜕P∕𝜕T × dT . 𝜕P∕𝜕T can be expressed as the ratio of the thermal expansivity of liquid water 𝛼w to its
isothermal compressibility 𝛽w [Norton, 1984; Bizzarri and Cocco, 2006]. Furthermore, because of the
elongated shape of pores, the effective stress capable of opening cracks is leveraged at the pore tip by a
geometric factor 1 + 2 bp∕ap, where bp∕ap represents the pore aspect ratio, or ratio of the long axis over
short axis [Norton, 1984]. Thus, assuming the fluid is pure water, the effective fluid pressure at the pore tip is

Pfluid eff = Pc +
𝛼w(T , Pc)
𝛽w(T , Pc)

dT × (1 + 2 bp∕ap) (12)

where the subscript w denotes properties for pure water.

For elliptical pores of high aspect ratios, in the limit where microporosity is low and the confining pressure is
negligible compared to the rock’s Young modulus (Pc ≪ E), relaxation of the rock matrix mitigates the fluid
pressure increase with temperature such that [Le Ravalec and Guéguen, 1994, equation (12)]

𝜕P
𝜕T

= 𝛼w(T , Pc) ×
(
𝛽w(T , Pc) +

bp

ap

3(1 − 2𝜈)
E

)−1

(13)

where E∕[3(1 − 2𝜈)] is the rock bulk modulus. Because 𝛽w E ≈ 40 (unless rock is loosely consolidated, in
which case E is smaller), the relaxation term is not negligible for aspect ratios bp∕ap above this threshold. As
before, the effective fluid pressure is Pfluid eff = (𝜕P∕𝜕T) dT × (1 + 2 bp∕ap).

Cracks open when the differential stress Pfluid eff − Pc exceeds the rock strength 𝜏 . This condition is valid in
the frame of linear elastic fracture mechanics provided that pore flaw lengths are of order (KIC∕𝜏)2 ∼ 1 mm,
such that the differential stress can be assimilated to a stress intensity KI.

𝛼w(T , Pc) and 𝛽w(T , Pc) are computed from the IAPWS95 equation of state for water [Wagner and Pruss, 2002]
using the software package CHNOSZ [Dick et al., 2008]. In the model, we set the pore aspect ratio bp∕ap from
10 [Le Ravalec and Guéguen, 1994] to 104 [Norton, 1984]. The magnitude of the aspect ratio dictates that of
the differential stress Pfluid eff − Pc, even though it also favors the elastic relaxation of pores in equation (13).

3.4. Hydration Swelling and Dehydration Shrinking
Incorporation of water molecules into a dry silicate matrix results in swelling of the rock [Evans et al., 2013].
Dehydration leads to shrinking. These phenomena are not often taken into account in models of Earth’s
hydrothermal systems; perhaps due to the local spatial extent of such models, for which rock is always
hydrated. In icy bodies, where hydrothermal systems may extend through the entire core [Vance et al., 2007;
Castillo-Rogez and Lunine, 2010], the swelling effects of hydration cannot be neglected. We provide a simple
set of equations to describe hydration swelling.
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Because our 1-D model cannot account for this phenomenon, we incorporate it using a subgrid model:
where rock is cracked, we attribute an initial microcrack or macrocrack width Di , left as a free parameter, to
a 2-D crack of infinite length. We assume that hydration occurs in cracked areas to a degree that depends
on temperature: full hydration below 700 K, no hydration above 850 K, and a linear decrease between 700
and 850 K. If the degree of hydration has increased since the previous time step, we consider the change in
volume of a cube of rock of edge length a undergoing hydration, a3

hydr − a3
dry, where the subscripts “hydr”

and “dry” refer respectively to more hydrated and drier rock (Figure 2c). This change in volume can be
related to a change in crack width D: ΔD=− 2Δ a, with Δ a= [(ahydr − adry)∕adry] adry. The first term can be
expressed in terms of the ratio of volumes or densities: ahydr∕adry −1 = (𝜌hydr∕𝜌dry)−1∕3 −1. The second term,
the cube edge length a, is also the mean distance x̄ traveled by a hydration front into the rock after a time
step Δt. Thus,

ΔD = −2

[(
𝜌hydr

𝜌dry

)−1∕3

− 1

]
× x̄ (14)

The values for 𝜌hydr and 𝜌dry depend on the degree of hydration of the silicates. They are linearly interpolated
between the values of 2600 kg m−3 for hydrated silicates [Tyburczy et al., 1991; Auzende et al., 2006; Nestola
et al., 2010] and 3800 kg m−3 for dry silicates [Chung, 1971].

We compute x̄(T) following the estimates of MacDonald and Fyfe [1985] from measurements of diffusivities
of water molecules in serpentinized peridotites. They found a diffusivity DH2O(T) of 10−12 m2 s−1 at 300 K,
varying with temperature as DH2O(T) ≈ 4.5× 10−5 exp[−(45 kJ)∕(RT)]. They then estimated the mean
distance of diffusive penetration of a hydration front into rock as x̄ (T) ≈ (2 DH2O (T) Δ t)1∕2. After a time step
Δ t = 50 years, their approach yields values of x̄ of 4 cm at 300 K, up to 4 m at 600 K. Diffusion slows down as
t−1∕2 over longer timescales, relevant for global hydration (see section 5.3.4).

If hydration swelling causes a crack to close, residual swelling generates compression stresses that can open
new cracks. The compression stress 𝜎 is given by Hooke’s law, 𝜎 = E𝜖, where E is Young’s modulus of the rock
(Table 1) and 𝜖 = (ΔD − D)∕x̄ is the compression strain. Cracks open if the differential stress (compression
stress minus confining pressure) exceeds the rock strength:

E × ΔD − D
x̄

− Pc(r) > 𝜏(r) (15)

This is a simplification of the analytical compression cracking model of Sammis and Ashby [1986], which
successfully reproduced experimental results on the nucleation and growth of cracks on circular pores.
Equation (15) holds for grain-sized (mm) cracks (in order to scale rock strength and stress intensity) growing
on pores of negligible size.

Dehydration is also accompanied by volume changes in the rock, leading to stresses given by

𝜎dehydr = E ×

[(
𝜌hydr

𝜌dry

)−1∕3

− 1

]
(16)

If the stress in a given layer exceeds the sum of the confining pressure and rock strength, cracks open. Open
cracks may be widened due to dehydration, following equation (14).

3.5. Dissolution and Precipitation of Mineral Species
Once cracks are open, circulation of a chemically reactive aqueous fluid can result in mineral dissolution
or precipitation. Dissolution erodes conduit walls and widens microcracks and macrocracks, whereas
precipitation narrows or even clogs them. These chemical processes are function of fluid and rock
composition, temperature, and pressure. We consider a small number of species: amorphous silica
(e.g., from a previous episode of precipitation), the serpentine chrysotile, and the carbonate magnesite.
This choice is dictated by two considerations. First, hydrated minerals (perhaps brucite) and carbonates have
been observed on the surface of Ceres [Milliken and Rivkin, 2009]. Second, the dissolution reactions involv-
ing these species cover a wide range of equilibria (as estimated using thermodynamic data from Helgeson
et al. [1978]) and kinetic rates [Rimstidt and Barnes, 1980; Thomassin et al., 1977; Pokrovsky et al., 2009], and
therefore can be used as proxies to explore the impact of other reactions on crack width. No attempt was
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made at accurately modeling the chemistry of water-rock reactions, such as chemical feedbacks between
reactions or the effect of pH. We consider the following reactions:

SiO2(s)
→ SiO2(aq)

amorphous silica aqueous silica
(R1)

Mg3Si2O5(OH)4(s)
+ H2O(l) → 2 SiO2(aq)

+3 Mg2+
(aq) + 6 OH−

(aq)
chrysotile aqueous silica

(R2)

MgCO3(s)
→ Mg2+

(aq) + CO2−
3 (aq)

magnesite
(R3)

These reactions are reversible (precipitation). Each has an equilibrium constant Ki(T , P), determined at local
temperature and pressure using the software package CHNOSZ (Dick et al. [2008]; thermodynamic data
from Helgeson et al. [1978]). Above the transition temperature of amorphous silica (622 K), we consider the
dissolution of quartz, which is the stable SiO2 species between 622 K and 867 K for P < 5 kbar. (Above 850 K,
the rock is assumed dehydrated and dissolution is irrelevant.) 𝛼 quartz and 𝛽 quartz are considered in their
stability regimes [Helgeson et al., 1978].

At low temperatures possible in dwarf planet oceans (200 K < T < 273 K), we assume water remains liquid
due to the presence of antifreezes. Thermodynamic data below 273 K are scarce, and the equation of state
for pure water, needed for CHNOSZ computations, has to be extrapolated [Wagner and Pruss, 2002; Neveu
et al., 2015]. Therefore, where local temperatures are below 261 K, we set T = 261 K for the determination
of Ki(T , P). We neglect the heats of dissolution and precipitation in the local heat budget.

At such low temperatures, chemical reactions may be controlled by kinetics rather than thermodynamic
equilibria. Modeling suggests that kinetics can dominate equilibrium even for Earth’s hydrothermal systems
[Bolton et al., 1999]. The kinetics of silica dissolution have been studied by Rimstidt and Barnes [1980], who
found the precipitation rate RSiO2 ppt to be proportional to the activity of dissolved aqueous silica aSiO2 (aq)

and to the ratio A∕V of fluid-rock contact surface area to fluid volume (assuming a constant fluid density
𝜌w = 1000 kg m−3). Thus,

RSiO2 ppt = kSiO2 ppt(T) (A∕V) aSiO2 (aq) (17)

The proportional term, kSiO2 ppt(T), is a rate “constant" (units of mol m−2 s−1) which follows an Arrhenius law
exp[−Ea∕(RT)], where Ea is an activation energy and R is the ideal gas constant.

Likewise, the dissolution rate is proportional to the activity of solid silica, which is 1 for the
pure crystalline solid. We assume an activity of 1 for amorphous silica as well. The net dissolution rate
RSiO2=(𝜕aSiO2(aq)∕𝜕t)P,T ,V (dissolution minus precipitation) is therefore

RSiO2 = (A∕V)
[

kSiO2diss aSiO2(s) − kSiO2ppt aSiO2(aq)
]

(18)

where the subscript “diss” denotes dissolution. This expression can be simplified using the activity product
Qi =

∏
a𝜈i

i , where 𝜈i are the stoichiometric coefficients. With aSiO2 (s) = 1, we have QSiO2 = aSiO2 (aq). Therefore,

RSiO2 = (A∕V) kSiO2 diss

[
1 −

QSiO2

KSiO2(T , P)

]
(19)

At equilibrium, QSiO2 = KSiO2 and the net rate is zero. The dissolution and precipitation rate constants are
linked via the equilibrium constant: kSiO2 ppt(T) = kSiO2 diss(T)∕KSiO2(T , P), so the precipitation rate constant
depends on pressure. For any reaction where the reactants have an activity of 1, equation (19) becomes:

Ri = (A∕V) ki diss

[
1 −

(
Qi

Ki(T , P)

)𝜇i
]

(20)

We have followed the derivation of Rimstidt and Barnes [1980]. Xu and Pruess [2001] provided a more general
version of equation (20) that takes into account, for example, the effect of mineral reactive surface area at
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different water saturations. Sometimes, the dependence of Ri on Qi∕Ki is nonlinear and experimental data
are fitted by a law with 𝜇i ≠ 1 [Xu and Pruess, 2001].

The activation energies of the dissolution rate constants at atmospheric pressure have been determined
experimentally: 62.9 kJ for amorphous silica [Rimstidt and Barnes, 1980], about 70 kJ for chrysotile
[Thomassin et al., 1977; Bales and Morgan, 1985, Figure 4], and about 32 kJ for magnesite [Pokrovsky et al.,
2009, Table 4]. The magnesite value is valid at a pH of 5.4 and decreases with both pH and (to a lesser extent)
pCO2; based on the Figure 2 of Pokrovsky and Schott [1999], a more general expression for the rate constant
of magnesite dissolution may be kMgCO3 diss = 10−0.3 (pH−5.4)× exp[−Ea∕(RT)]. Because these reactions do
not involve gases, their rates do not depend much on pressure. For silica and chrysotile 𝜇i = 1, but for
magnesite 𝜇i = 4 [Pokrovsky and Schott, 1999].

To account for the impact of chemical reactions on crack width, we adopted the same subgrid approach
as for the hydration process. Thus, the crack width D changes as a result of both hydration and dissolution
(Figure 2d). For our 2-D crack geometry, the area to volume ratio A∕V is 2∕D [Rimstidt and Barnes, 1980]. The
net change in crack width after a time Δt due to chemical processes is [Rimstidt and Barnes, 1980, equation
(61); Martin and Lowell, 2000]

ΔD =
N species∑

i=1

Ri Δt Vi(T , P)
[A∕V]

(21)

where Vi is the molar volume of the mineral species dissolved, which we take at 298 K and 1 bar from
Helgeson et al. [1978]. We assume negligible salinity, so that activities are assimilated as molalities
(moles per kilogram of water) and Ri has units of mol m−3 s−1. The change in species activity (molality) after
a time Δt is Δai = 𝜈i Ri Δt∕𝜌w . If a species precipitates entirely, Δai = −ai and the variation in D from the
precipitation of this species is

ΔDi =
Δai 𝜌w Vi(T , P)

𝜈i [A∕V]
(22)

In the code, we allow chemical reactions only in zones of hydrothermal circulation. Changes in Di , Ri , and
ai feed back on each other on timescales possibly shorter than the geophysical code time step (typically
50 years). To capture these feedbacks, we iterate calculations of crack widths, dissolution rates, and activities
using equations (20) through (22) over a short chemical time step, typically 10−6 times the main geophysical
time step. After a few iterations, ΔDi and Δai may converge toward values that are then scaled to the
geophysical time step. Alternatively, precipitation may occur, either because T and P have changed since
a previous time step at which species were in solution or because the reaction timescale is much shorter
than even the chemical time step. In the former case, the crack is closed. In the latter case, dissolution and
precipitation cancel each other: the net sum of Di in equations (21) and (22) is zero. In this case, chemical
processes are decoupled from cracking processes and have no influence on geophysics.

3.6. Neglected Effects
3.6.1. Thermal Expansion of the Rock Matrix
Rock can expand upon heating; this affects cracking. Thermal expansion coefficients of silicates are of order
10−5 K−1, about 2 orders of magnitude smaller than that of water [Germanovich et al., 2001]. A temperature
increase of 100 K will thus cause a relative rock volume increase of 0.1%. This is small compared to the rock
volume increase resulting from hydration, 𝜌hydr∕𝜌rock − 1 ≈ 30%. Thermal pressurization of pores is also
likely to dominate rock expansion even at low water-to-rock ratios.
3.6.2. Fluid Pressure Changes Linked to Conduit Size
Any pressure change due to a change in crack size should bear mostly on the fluid, because the
compressibility of even highly porous serpentine is 2 orders of magnitude lower than that of water [Hilairet
et al., 2006; Walsh, 1965; Kelemen and Hirth, 2012]. We assume that fluid percolates away before precipitation
causes the rock to become cemented, such that “geyser”-like conduits never occur.
3.6.3. Anisotropy in Rock Permeability
We do not consistently model the geometry, orientation, and connectivity of cracks, and do not account
for anisotropies in rock permeability. At the submillimeter scale, the degree of anisotropy in crack
orientation seems low [Boudier et al., 2010; Hanowski and Brearley, 2001]. Bolton et al. [1997, 1999] consid-
ered the impact of a nonhomogeneous and anisotropic permeability on hydrothermal flow and found that
fluids flow so as to connect regions of higher permeability.
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Figure 3. (a) Dashed and dotted curves: Brittle-ductile transition (BDT)
in silicates for various strain rates, assuming a grain size of 500 μm
[Rutter and Brodie, 1988]. (b) Dashed and dotted curves: BDT for various
grain sizes, assuming a strain rate of (10 Myr)−1. Solid black curves:
Pressure-temperature (P-T) profiles inside Ceres obtained using the
present thermal evolution model, after 0.3 Gyr (hottest profile) and
4.56 Gyr of evolution. Solid orange curves: Phase diagram of pure water.
Dehydration and the brittle-ductile transition both occur above (but
close to) the critical temperature of pure water for most parameters.

3.6.4. Gas Processes and
Multiphase Flows
The presence of vapor can lead to brine
segregation in the liquid phase, which
favors precipitation. Vaporization of
fluid in segregated pores results in
large pore pressure increases, leading
to fracturing. Liquid-vapor equilibria
also influence fluid chemistry and
fluid-rock interactions. For these reasons,
all state-of-the-art models of hydrother-
mal systems incorporate gas effects
[Goldfarb and Delaney, 1988; Xu and
Pruess, 2001; Ingebritsen et al., 2010; Han
et al., 2013]. At this time we have ignored
gas processes, including volatile exso-
lution [Kelley et al., 1993], gas diffusion
in the rock matrix, gas-solute reactions
and resulting fluid pressure changes,
two-phase permeabilities, and capillary
pressure [Ingebritsen et al., 2010]. This
choice is justified in part because
hydrothermal systems may be cooler
on icy dwarf planets than on Earth, at
a given pressure. If the brittle-ductile
transition occurs below the critical
temperature for pure water, supercritical
effects are irrelevant (Figure 3). On the
other hand, Ceres formed further away

from the Sun than the Earth and could have accreted a higher proportion of volatiles [Desch et al., 2009;
Castillo-Rogez and McCord, 2010; Sohl et al., 2010], some of which have a lower vapor pressure than water.
Thus, careful treatment of gas processes should include not only water vapor but also primordial volatiles
and those formed as a consequence of endogenic activity, such as ammonia, methane, molecular hydrogen,
or carbon dioxide [Neveu et al., 2015]. We leave the inclusion of these species for future work.

Although we do not model phase separation, Goldfarb and Delaney [1988] suggested that brines precipitate
preferentially on conduit walls and cracks close from the outside in, with the smaller conduits shutting off
first; this is an implicit assumption of our model.
3.6.5. Species Transport
Species transported in the hydrothermal flow may not dissolve and precipitate in the same place. One
expects more dissolution at depth, and precipitation in shallower layers where solubilities are decreased at
lower temperatures and pressures. In our code, typical grid spacing and time step are 2 km and 50 years.
The timescale of hydrothermal transport can be estimated using equation (26). Setting 𝜅 = 10−15 m2,
𝜇 = 10−3 Pa s, Φ= 0.01, and 𝜕P∕𝜕r = 103 Pa m−1, one finds v = 10−7 m s−1 or 160 m in 50 years, an order of
magnitude less than the grid spacing. Therefore, the approximation of no transport holds for permeabilities
of 10−15 m2 or lower. If 1-D vertical velocities are much higher than 1 km per century, one can assume that
concentrations are homogenized in circulating layers. If the ratio of grid spacing to time step is comparable
to flow velocity, tracking concentrations with transport equations is necessary [e.g., Travis et al., 2012],
as chemical stratification occurs in the long term. A posteriori, our simulations of Ceres do suggest
permeabilities consistent with nonnegligible species transport and possible chemical stratification. As
previously mentioned, such accurate modeling of hydrothermal chemistry falls outside the scope of this
paper and is left for future work.
3.6.6. Anisotropy in Serpentine Properties
The crystalline structures of serpentine minerals are anisotropic; this is reflected in their physical properties
[Hilairet et al., 2006]. We assume that in large volumes of rock, these properties are averaged over all possible
directions. This assumption holds for macroscopic cracking phenomena, such as compressive stresses
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Figure 4. (a) Calculations carried at each time step in the thermal
evolution code of Desch et al. [2009]. (b) Updates to the code are shown
in grey boxes. EoS = equation of state; LLRN = long-lived radionuclides.

resulting from hydration swelling.
For microscopic phenomena, such as
thermal expansion mismatch at
grain boundaries and thermal pore
pressurization, stress buildup and brittle
deformation occur in a preferred
direction. Elasticity and failure properties
quoted in Table 1 were determined
from experiments on macroscopic
samples, and thus account empirically
for anisotropy. For example, measured
values of KIC are likely those for the
weakest axis, along which brittle failure
first occurs [Escartin et al., 1997b].

4. Inclusion in Thermal
Evolution Code

To study feedbacks between core
cracking and thermal evolution, we have
modified the code of Desch et al. [2009]
to include the cracking model described
above. The upgrades are shown in
Figure 4. The updated code is freely
available at https://github.com/
MarcNeveu/IcyDwarf.

4.1. Rock Hydration and Dehydration
The cracking model accounts for silicate hydration, which was not modeled by Desch et al. [2009]. We have
modified their 1-D code so that hydrated silicates in a given layer dehydrate if the temperature of that layer
exceeds 700 K. To smooth out the transition between dry and hydrated rock, we have defined a degree of
hydration Xhydr in each layer, which is 0 if the silicates in this layer are completely dehydrated and 1 if the
silicates are fully hydrated. For dehydrating silicates, Xhydr decreases linearly with temperature between
700 K and 850 K. Xhydr is allowed to increase in a given layer only if (a) the temperature of this layer is below
850 K and decreasing, (b) this layer is cracked, as well as all core layers above, so that it is possible for
liquid water above the seafloor to flow down core cracks to reach the layer, and (c) there is enough liquid to
hydrate this layer.

Upon hydration or dehydration, heat is produced or consumed, respectively. The amount of heat
released, Hhydr, was estimated using CHNOSZ by calculating enthalpies of reaction ΔrH at temperatures
between 700 and 850 K and pressures between 100 and 5000 bar (10 and 500 MPa), for the following two
hydration reactions:

3 Mg2SiO4(s)
+ SiO2(aq)

+ 4 H2O(l) → 2 Mg3Si2O5(OH)4(s)

forsterite aqueous silica chrysotile

2 Mg2SiO4(s)
+ 3 H2O(l) → Mg3Si2O5(OH)4(s)

+ Mg(OH)2(s)

forsterite chrysotile brucite

At these temperatures and pressures, enthalpies of reaction range between −450 and −700 kJ/kg of
forsterite consumed, with similar values if the serpentine product is antigorite. The midrange value,
−575 kJ (kg−1 dry silicate), was arbitrarily chosen for Hhydr. The net heating rate Qhydr is calculated in each
layer with rock mass Mrock as

Qhydr = ΔXhydr × Mrock × (−Hhydr)∕Δt (23)
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This heat of hydration is added to those arising from radioactive decay and changes in gravitational
potential in equation (1).

The degree of hydration of silicates influences their thermal conductivity. Hydrated rocks and chondritic
material have conductivities of 0.5 to 1.5 W m−1 K−1 [Yomogida and Matsui, 1983; Clauser and Huenges, 1995;
Opeil et al., 2010]; for dry silicates a value of 4.2 W m−1 K−1 has been adopted by many modelers [Ellsworth
and Schubert, 1983; McCord and Sotin, 2005; Robuchon and Nimmo, 2011; Guilbert-Lepoutre et al., 2011]. We
choose the values of 1 W m−1 K−1 for hydrated rock and 4.2 W m−1 K−1 for dry rock. The thermal conductivity
of partially hydrated rock varies linearly with Xhydr between these two values.

The hydration and dehydration subroutines move mass and internal energy of water and rock on the
1-D grid but do not update grid temperatures. Thus, after these subroutines are called, temperatures are
updated in each grid zone using the relevant equations of state for each material (Figure 4).

4.2. Hydrothermal Circulation in the Cracked Layer
If parts of the core in contact with a liquid ocean are cracked, cooler water can circulate down into the core
fractures, warm up, and return to the ocean in a convective pattern known as hydrothermal circulation.
This phenomenon results in mass and energy transfer in and out of the core. In our models, hydrothermal
circulation occurs in the cracked layers in contact with the ocean if (a) there is enough liquid to be
circulated (i.e., the volume of liquid is greater than the volume of pores in the cracked rock); and (b) the
Rayleigh number Ra exceeds the critical Rayleigh number for convection in a porous medium with a
permeable top, about 30 [Lapwood, 1948; Ribando et al., 1976; Cherkaoui and Wilcock, 2001]. In a porous
medium, Ra can be expressed as [Phillips, 1991]

Ra =
𝛼w 𝜌2

w cp g ΔT 𝜅 Δr

kw 𝜇
(24)

with cp = 4188.5 J kg−1 K−1 the heat capacity of water, g the gravitational acceleration, calculated in the
middle of the hydrothermal layer of thickness Δr, ΔT the temperature gradient across the layer, 𝜅 the
permeability of the medium (in m2), kw = 0.61 W m−1 K−1 the thermal conductivity of liquid water, and 𝜇 the
dynamic viscosity of the fluid.

We model circulation in a greatly simplified fashion. Mass transfer is neglected under the assumption of
negligible species transport and steady state fluid circulation. Convective heat transfer is not modeled
explicitly, but parameterized in the form of an increased effective thermal conductivity for the layers
experiencing hydrothermal circulation. This effective thermal conductivity, khydro, is derived from the
following equations:

𝜕T
𝜕t

= 1
𝜌w cp

𝜕

𝜕r

(
khydro

𝜕T
𝜕r

)
(25)

v = dr
dt

= 1
Φ

𝜅

𝜇

𝜕P
𝜕r

(26)

Equation (25) describes conductive heat transport. Equation (26), Darcy’s law, describes fluid flow in a
porous medium in response to a pressure gradient 𝜕P∕𝜕r. The 1-D fluid velocity is v, and Φ is the dimen-
sionless bulk medium (rock) porosity. We assume for simplicity that the fluid is moved by the lithostatic
pressure gradient. In reality, the pressure of fluid circulating through cracks should follow a hydrostatic
gradient several-fold shallower [Kelley and Delaney, 1987]. However, thermal expansion of the fluid increases
its pressure at depth, which steepens the fluid pressure gradient up to several folds, depending on
core temperatures.

Assuming temperature and pressure variations ΔT and ΔP are small across a layer, these equations can be
rearranged to give khydro:

khydro =
𝜌w cp

Φ
𝜅

𝜇
ΔP (27)

With Φ = 30%, 𝜅 = 10−12 to 10−15 m2, 𝜇 = 10−3 Pa s, 𝜌w = 1000 kg m−3, cp = 4188 J kg−1 K−1, ΔP = 105 to
106 Pa, one finds khydro = 1 to 104 W m−1 K−1.
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Table 3. Description of Hydrothermal Circulation Parameters

Parameter Description Value Units References and Notes

Φ Bulk porosity of fractured silicate layer 0.01

𝜅 Permeability of fractured silicate layer 10−15 m2 Fisher [1998]

khydro Maximum effective thermal conductivity 100 W m−1 K−1 May be lower than actual value

of layers experiencing hydrothermal circulation to keep code stable

Racr Critical Rayleigh number 30 Lapwood [1948], Ribando et al. [1976],

for convection in a porous medium and Cherkaoui and Wilcock [2001]

In practice, we cap khydro at 100 W m−1 K−1 to avoid destabilizing the code with large energy transfers by
violating the Courant condition. If khydro is much larger than material thermal conductivities, its exact value
matters little: even at 100 W m−1 K−1, layers undergoing circulation quickly become nearly isothermal, the
bottleneck of heat transfer being in nonhydrothermal solid layers. In the calculation of khydro, we assume
Φ = 0.01 and that 𝜅 varies as the square of crack size D [Millington and Quirk, 1961]: 𝜅 = 10−15 ×[D∕(1 mm)]2

m2 (Table 3). In zones that are not cracked, the code prevents hydrothermal circulation from taking place;
this is equivalent to setting Φ = 0 and 𝜅 = 0. The value of Φ in cracked zones is chosen low enough that
circulation is not impeded by lack of liquid, in case liquid contained in a thin layer must circulate through
the entirely cracked (porous) core. The value of 𝜅 for 1 mm cracks is anchored arbitrarily in the middle of
the range of measured seafloor rock permeabilities, which spans over 10 orders of magnitude [Fisher, 1998].
The importance of choosing an appropriate order of magnitude for 𝜅 is mitigated in our approach by the
need to cap khydro. This coarse treatment of permeability and hydrothermal heat transfer could be improved,
but at the expense of modeling hydrothermalism on a global scale and over geologic time, as meeting the
Courant condition at high khydro would require coarsening the grid or decreasing the time step by orders
of magnitude.

The viscosity of the liquid, 𝜇(T), is key in determining the effective thermal conductivity. At low temperature,
water-ammonia liquids have much larger viscosities, 10 to 100 Pa s, than does liquid water at 293 K
(1.00 × 10−3 Pa s). We adopt the empirical formulation of Kargel et al. [1991] for 𝜇(T) in Pa s. This fit to their
experimental data matches their measurements to 15% or less, for ammonia mass fractions X from 0 to
100% and temperatures from 176 K to 340 K:

𝜇 = exp(A + B∕T) (28)

with, for T > 240 K:

A = −10.8143 + 0.711062X − 22.4943X2 + 41.8343X3 − 18.5149X4 (29)

B = 1819.86 + 250.822X + 6505.25X2 − 14, 923.4X3 + 7141.46X4 (30)

and for T < 240 K

A = −13.8628 − 68.7617X + 230.083X2 − 249.897X3 (31)

B = 2701.73 + 14, 973.3X − 46, 174.5X2 + 45, 967.6X3 (32)

Other model parameters relevant to hydrothermal circulation are listed in Table 3.

We coarsely model heat transfer by convection in liquid, following Desch et al. [2009], by imposing an
effective thermal conductivity of 400 W m−1 K−1 wherever the melt fraction exceeds 2%. This allows us to
run the code with a reasonably large time step without violating the Courant condition and results in a
temperature gradient across the convecting liquid layer of less than 5 mK km−1 for a typical heat flux of
2 mW m−2, which is negligible compared to that across silicate, hydrothermal, or icy layers. Such a negligible
temperature drop is consistent with more sophisticated simulations of subsurface ocean convection
[Goodman and Lenferink, 2012; Travis et al., 2012]; therefore, even our crude treatment should provide a
good approximation of spatially averaged heat transfer across potential liquid layers.
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Table 4. Description of Thermal Model Parameters

Parameter Description Value Units References and Notes

t0 Accretion time after CAIs 2, 3, or 5 Myr Castillo-Rogez and McCord [2010]

Tsurf Surface temperature 168 K Effective temperature at 2.7 AU with albedo 0.02

Tinit Initial temperature 168 K Assumed no accretional heat

Tdiff Final differentiation temperature 140 K Rubin et al. [2014]

R Radius 475 km Rmean = 471 ± 5 km [Drummond et al., 2014]

𝜌 Bulk density 2077 kg m−3 Castillo-Rogez and McCord [2010]

X NH3/H2O mass fraction 10−10, 0.01 Desch et al. [2009] and Castillo-Rogez and McCord [2010]

(Xhydr)0 Initial degree of hydration 1 Fully hydrated [Castillo-Rogez and McCord, 2010]

kdry Thermal conductivity, dry rock 4.2 W m−1 K−1 Ellsworth and Schubert [1983]

khydr Thermal conduct., hydrated rock 1 W m−1 K−1 Clauser and Huenges [1995]

5. Results
5.1. Thermal and Geophysical Evolution of Ceres
We have modeled the thermal and geophysical evolution of Ceres from immediately after its accretion
until present (4.56 Gyr). Canonical parameters were assumed for the cracking model (Tables 1 and 2) and
for the thermal model (Tables 3 and 4). We assumed that Ceres accreted “cold” (no heat of accretion), from
hydrated planetesimals.

Three scenarios illustrate different outcomes in Ceres’ evolution depending on the amount of internal
heating from the decay of the short-lived radionuclide 26Al. Major 26Al heating occurs if Ceres accretes at
t0 = 2 Myr after the formation of calcium-aluminum inclusions (CAIs); this is scenario (a). In scenario (b),
t0 = 3 Myr and 26Al heating is more moderate. In scenario (c), t0 = 5 Myr and 26Al heating is even lower. These
three scenarios were chosen identical to those investigated by Castillo-Rogez and McCord [2010] to facilitate
comparisons between model outcomes.

In all three scenarios, differentiation occurs quickly. It is initiated by ice melting in the central regions
of Ceres, which occurs between 0.1 Myr (scenario (a)) and 18 Myr (scenario (c)), even in the absence of
antifreezes, out to a radius of at least 375 km. This leads to a gravitationally unstable configuration, with an
undifferentiated outer shell overlying an icy mantle. Rubin et al. [2014] have shown that in this situation,
differentiation then proceeds by Rayleigh-Taylor instabilities (foundering) at temperatures Tdiff = 140 ± 20 K.
This is lower than Ceres’ starting and surface temperatures, set at 168 K. Therefore, differentiation is
instantaneous once the Rayleigh-Taylor configuration is set up. We consider that differentiation proceeds
by foundering once Ceres’ interior is differentiated out to a radius R∕2.
5.1.1. Simulations With Negligible NH3 Amounts
Here the ice component is assumed to contain negligible amounts of ammonia (mass fraction 10−10 with
respect to water). Results for the three scenarios are shown in Figure 5.

In scenario (a), 26Al decay delivers enough heat to immediately crack the entire hydrated core by pore water
pressurization, no matter the pore aspect ratio. 26Al decay heating also triggers dehydration of the silicate
core after about 0.5 Myr (Figure 5a). Dehydration is complete by 2.5 Myr, also fractures the entire core,
and consumes much radiogenic heat. However, it releases liquid water as an ocean surrounding the core,
and the hydrosphere of Ceres is almost entirely melted. Past 2.5 Myr, only the upper 10 km of the core
are cracked (Figure 6a): there, the highest temperatures reached are still low enough (T < 400 K) that
rock remains brittle on timescales much longer than the age of the solar system (Figure 8). Hydrothermal
circulation is prevented in these brittle layers by mineral precipitation, which clogs cracks in the second
outermost core layer (Figure 6a). Inner core regions keep heating until about 300 Myr (peak temperature
around 1180 K). Subsequently, Ceres quickly cools as a whole. Past 1.2 Gyr, temperatures in the entire core
are low enough to allow rehydration. Surprisingly however, despite large amounts of liquid, rehydration
does not occur. This is because thermal contraction mismatch does not yield high enough stresses to further
crack core silicates. Stress intensities KI from contraction mismatch range from a few 105 Pa m1∕2 just below
the cracked layer to 104 Pa m1∕2 further down. This is close to, but lower than, the fracture toughness KIC

for dry and hydrated silicates. Thus, core cooling occurs slowly enough that stresses arising from thermal
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Figure 5. (left) Thermal evolution of Ceres in three cases: accretion (a) 2 Myr, (b) 3 Myr, and (c) 5 Myr after the
condensation of Ca-Al inclusions (CAIs). A negligible NH3/H2O mass fraction of 10−10 is assumed. Black arrows on top
of each panel indicate the onset of differentiation. White arrows indicate the onset of dehydration, around 700 K. In
Figure 5a, the gray arrow indicates a brief episode of hydrothermal circulation. (right) Present-day structures of Ceres.
Circular arrows indicate convective heat transfer in the corresponding layers.

expansivity mismatch between adjacent grains of differing mineralogy are accommodated by diffusion
creep before cracking occurs. Since rehydration does not occur, the final core radius is small: 350 km. Outer
hydrosphere layers slowly refreeze and subsolidus convection in ice is initiated after 4.25 Gyr, once liquid
convection and hydrothermal circulation cease. Together, solid state convection in ice, convection in
the ocean, hydrothermal circulation, and the high thermal conductivity of dehydrated silicates all contribute
to cooling Ceres to a greater extent than in the other two scenarios, yielding a cold present state (central
temperature around 385 K at 4.56 Gyr). Present-day hydrosphere temperatures range between 168 K and
220 K, too low to maintain liquid without antifreezes.

In scenario (b), the entire hydrated core is still cracked by pore pressurization immediately after
differentiation at 0.2 Myr. Due to weaker heating by 26Al decay, core dehydration is much slower, starting at
20 Myr and stopping at 1.2 Gyr when peak core temperatures are reached. Dehydrating areas are fractured.
Dehydration is incomplete and yields a dry inner core of radius 300 km surrounded by a hydrated outer
core 75 km thick. Cracks that opened prior to core dehydration heal quickly in the dehydrated zone, where
temperatures are above 850 K (Figure 8), but persist in the hydrated layers (Figure 6b). Liquid convection
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Figure 6. Depth of cracking inside Ceres’ core over geologic time. The depth is 0 at the seafloor and increases toward the
center. Note the different vertical scales, which depend on maximum cracked depth (core radii are shown on Figures 5
and 7). Cracking by thermal pore pressurization generally dominates. Dehydration cracking is also widespread (see text),
but not shown here if it occurs in zones already fractured by pore pressurization. Cracking by hydration swelling seldom
occurs, and cracking by thermal mismatch does not occur. (a) Precipitation shuts off cracks in the second outermost zone
(grid resolution 2.4 km), preventing circulation in the underlying zones. (b, c, e, and f ) Cracks heal due to ductile creep
in the hot central zones. (d, e, and f ) Crack clogging by precipitation, sometimes aided by hydration swelling, yields
impermeable layers in the core (see text for details). (g) A layer is made impermeable solely by hydration swelling, as
precipitation was disabled in this simulation. (h and i) The entire core remains fractured until the present day.

is initiated as soon as Ceres differentiates but ceases after only 10 Myr, short of liquid as the hydrosphere
refreezes. Ice convection, also initiated immediately after differentiation, persists weakly until present.
Hydrothermal circulation never occurs. Present-day core temperatures are higher than in scenario (a), with a
central temperature around 550 K. Although this is cold enough for the core to be rehydrated, late hydration
does not occur since there is no liquid.

In scenario (c), differentiation and core cracking take more time. The brittle, hydrated core is entirely
cracked by pore thermal pressurization after 20 Myr (Figure 6c). Partial dehydration is initiated after 300 Myr
(Figure 5c), cracking the dehydrating zones. It ceases around 1.7 Gyr when peak central temperatures
of about 1015 K are reached; the core then reaches its present-day state, consisting of an inner dry core
of radius 290 km and an outer hydrated core of radius 380 km. No melting occurs in this scenario in the
absence of antifreezes, as in scenario (b). Liquid convection and hydrothermal circulation are therefore never
initiated. As a result, the core is never rehydrated, even as it cools below 700 K. In the hydrosphere, heat is
transported by solid state convection of ice, which continues on today, albeit even less vigorously than in
scenario (b). Thus, present-day central temperatures (620 K) are the highest of all three scenarios.
5.1.2. Simulations With NH3/H2O = 0.01 by Mass
Ceres could have accreted ammonia at a level up to 14% with respect to water [Dodson-Robinson et al.,
2009]. Subsequently, ammonia may have speciated into ammonium salts [Fortes et al., 2007; Marion et al.,
2012] or been oxidized to N2 in hydrothermal reactions [Matson et al., 2007; Glein et al., 2009]. Ammonia
could also have reacted with silicates and become integrated into the rock in saponite form; saponite may
have been observed on Ceres’ surface [King et al., 1992] but this is now contested [Cohen et al., 1998; Rivkin
et al., 2006; Milliken and Rivkin, 2009]. Given these uncertainties on the fate of ammonia, we have chosen to
investigate its effects for an arbitrary content of 1% by mass (1.06% by mole) with respect to water.
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Ammonia does not affect the internal structure of Ceres if present at this level, despite minor differences
(e.g., earlier time of differentiation because melting is easier). Ceres’ dry inner core, hydrated outer core, and
hydrosphere have the same radii as in ammonia-free runs. However, ammonia enables liquid persistence
until the present day in the form of a partially molten layer whose mass scales with ammonia content. For
a 1% bulk ammonia content in ice, this layer is a few kilometers thick if the melt mass fraction is 70%, but
up to 100 km if the melt mass fraction is only 2%, the cutoff for liquid convection in the code. Convection
in such a thick, partially molten layer is initiated only in scenario (a) and contributes to cooling Ceres to the
point where its present-day central temperature is only 315 K. For the other two scenarios, convection in the
liquid is never initiated because early 26Al heating never melts a layer thick enough (the Rayleigh number
scales with the cube of the liquid layer thickness). Surprisingly, the presence of liquid does not always lead to
hydrothermal circulation, because upper cracked layers may be clogged by mineral precipitation and isolate
the cracked layers beneath from the seafloor above (Figures 6d through 6f). Thermal histories are therefore
similar to ammonia-free runs (Figure 5).

That hydrothermal circulation may be impeded by mineral precipitation could be a spurious feature of
the 1-D code: in practice, precipitation is likely localized in latitude and longitude. Therefore, we have also
run the 1% NH3 scenarios with mineral dissolution and precipitation disabled, in order to investigate the
maximum effect of hydrothermal circulation on thermal evolution (Figure 7).

In scenario (a), the entire core is differentiated and cracked in the first Myr, leading to extensive hydrother-
mal circulation and melting. 26Al heating is sufficient to dehydrate part of the core; however, efficient
convective cooling in the outer core and hydrosphere prevents dehydration in a layer 45 km thick. Early
rehydration at 45 km depth causes rock to swell and shut off cracks in that layer, preventing the underlying
layers from further rehydrating (Figure 6g). Therefore, a structure with an inner dry core of radius 320 km, an
outer hydrated core 45 km thick, a partially molten layer (slush) 25 km thick, and an icy crust 85 km thick is
established after only 10 Myr and persists to the present day. While the inner core cools by conduction, the
outer core and partially molten layer cool primarily by convection. Circulation in the outer core is intermit-
tent, as it is fueled by conductive thermal gradients that it quickly dissipates. This causes the thickness and
temperature of the liquid layer to fluctuate slightly (Figure 7a).

Temperature profiles in scenarios (b) and (c) exhibit a curious cyclic behavior, characterized by ∼50 Myr
intervals during which internal temperatures are cold (below 300 K). These “temperature resets” are caused
by episodes of vigorous hydrothermal circulation. Liquid is allowed to circulate through the entire core
because core cracks never heal due to insufficient radioactive decay heating, except in the central regions in
scenario (c) (Figures 6h and 6i).

Thus, hydrothermal circulation results in efficient heat transfer (occurring by convection, but modeled as
enhanced conduction) in both scenarios (b) and (c), cooling down the core and heating up the hydrosphere:
only about 50 Myr after circulation is initiated (gray arrows in Figure 7), the temperature profile becomes
very shallow. This brief phenomenon almost appears like a series of temperature resets between 0.5 and
3 Gyr in Figures 7b and 7c due to the logarithmic scale for time, but the smooth nature of the temperature
changes is more clearly visible in Figure 7b between 10−2 and 10−1 Gyr. This phenomenon persists as long
as hydrothermal circulation operates, i.e., until the thermal gradient becomes shallow enough that the
Rayleigh number drops below its critical value of 30 (section 4.2). A steep rise in internal temperatures
follows, because of slow conductive heat transfer in hydrated rock. This reheating can cause several
subsequent episodes of ice melting and hydrothermal cooling. Past a few Gyr, heating by long-lived
radionuclides becomes too weak to initiate new hydrothermal episodes, thus unlikely to occur at the
present day or in the near future. In both scenarios, the present-day Ceres is structured into a large hydrated
core (radius 410 to 420 km), surrounded by a partially molten layer, itself topped by an icy crust.

5.2. Cracking Model Sensitivity to Free Parameters
The cracking model described above has a number of free or poorly constrained parameters: the fracture
toughness KIC , initial subgrid crack width Di, grain size d, and pore aspect ratio bp∕ap. We explore the model
sensitivity to these parameters.

Crack healing depends on grain size (Figure 3b). Even for grain sizes of 1 μm and strain rates of (4.56 Gyr)−1

that minimize ductile strength, the brittle-ductile transition occurs at radii of 310 km or lower at the highest
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Figure 7. (left) Thermal evolution of Ceres in three cases: accretion (a) 2 Myr, (b) 3 Myr, and (c) 5 Myr after the con-
densation of Ca-Al inclusions (CAIs). A bulk NH3/H2O mass fraction of 10−2 is assumed. Black arrows on top of each
panel indicate the onset of differentiation. White arrows in Figures 7a and 7c indicate the onset of dehydration, around
700 K (dehydration seldom occurs in scenario (b)). Gray arrows indicate episodes of hydrothermal circulation. (right)
Present-day structures of Ceres. Circular arrows indicate convective heat transfer in the corresponding layers. Slush
indicates a partially (at least 2%) liquid convective layer.

temperatures experienced. This has little bearing on the structures shown in Figure 5: running scenario (b)
with d = 5 μm yields a cracked depth decreased by one grid layer (about 2 km).

Thermal mismatch cracking is more important at shallower core depths where relatively low confining
pressures yield the highest KI. This process may help connect the seafloor to a cracked zone at depth.
However, since shallow core regions are already cracked in our simulations, thermal mismatch has no
influence on our results. Thermal mismatch cracking is most sensitive to KIC : even the lowest reasonable
values of 0.1 MPa m1∕2 for hydrated rock and 0.5 MPa m1∕2 for dry rock preclude cracking, because KI is
never higher than these values. KI increases linearly with Δ𝛼, the difference in thermal expansion coefficient
between adjacent mineral grains. For olivine, Fredrich and Wong [1986] used Δ𝛼 = 1.9 × 10−6 K−1 and
Vance et al. [2007] used 3.1 × 10−6 K−1; but values for Δ𝛼 could be up to 5 × 10−6 K−1, assuming the
case of an olivine grain with 𝛼 ≈ 26.5 × 10−6 K−1 [Osako et al., 2010] surrounded by lizardite grains with
𝛼 ≈ 32.8 × 10−6 K−1 [Gregorkiewitz et al., 1996]. Such values would yield stress intensities as high as 0.6 MPa
m1∕2, enough to crack hydrated and, possibly, dry silicates in shallow core regions.
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Figure 8. Timescales of cracking processes. Shaded regions show the timescale ranges determined from our simulations.
“Ceres, x Myr” denotes the time of accretion, and bp∕ap denotes the pore aspect ratio. Chemistry timescales assume
product activities ai of 0.

Early core cracking occurs in all scenarios because of heating, which causes silicate dehydration and pore
water pressurization. Heating rates are stronger for higher silicate densities. The dehydration cracking
equation (16) has no free parameter, but the pore pressurization equation (13) has one: the pore aspect
ratio bp∕ap. Pore pressures are nearly proportional to the aspect ratio for values of bp∕ap above 10. Pressures
accumulate as long as cracking does not occur. They reach values comparable to the confining pressure
and silicate brittle strength much faster than the inelastic relaxation time of silicates for the whole range of
temperatures for which rock is hydrated (T < 850 K). Thus, the pore aspect ratio does not influence whether
cracking occurs in our simulations. However, cracking occurs faster for higher values of bp∕ap, but no later
than 3 × 105 years after core differentiation even for bp∕ap = 10 and an accretion time 5 Myr after CAIs,
which produce the weakest heating of the scenarios investigated (Figure 8).

Dissolution and precipitation occur in hydrothermal areas. The extent of hydrothermal circulation is
increased by a low porosity of the cracked silicates, which decreases the amount of liquid needed for
circulation in the fractured layers. The vigor of circulation is also increased, because Ra scales with the
circulation depth, even though it also scales with porosity via khydro in equation (27). Chemical processes
are highly dependent on temperature (Figure 8), via both the equilibrium “constant" Ki(T , P) and the
Arrhenius term kidiss for a given reaction (equation 20). Because Ki and kidiss vary by many orders of
magnitude with temperature, free parameters such as initial crack size Di and area-to-volume ratio A∕V do
not affect much the fate of cracks. Similarly, hydration and dehydration only have a minor influence on the
subgrid crack width D. The high dependence of clogging on temperature makes this process somewhat
arbitrary. Clogging does not always happen in adjacent layers, creating at times impermeable layers in
the core below which hydrothermal circulation is impeded. Such layering may be a spurious feature of
the 1-D code, as precipitation could be localized in latitude and longitude. Discussing the distribution of
impermeable precipitates is beyond the scope of our study; but given its potential impact on hydrothermal
circulation, this distribution would be worth exploring in further detail with 2-D or 3-D models.

5.3. Timescales of Cracking Processes
5.3.1. Fracture Healing
Cracks heal where rock is ductile. Rock yields by diffusion creep if its ductile strength is lower than its brittle
strength. We find brittle strengths and temperatures from 10 MPa and 200 K at Ceres’ seafloor to 200 MPa
and 1200 K at its center (Figures 1, 5, and 7). Corresponding strain rates (healing timescales) vary tremen-
dously with temperature, as exp(−1/T), but only linearly with strength. In Ceres’ core, strain rates range from
(103 yr)−1 around 1150 K to (4.6 Gyr)−1 around 765 K for grain sizes of 500 μm, increasing by about 3 orders
of magnitude for every 200 K increase (Figure 8). These temperatures may shift by up to 100 K depending on
brittle strength.
5.3.2. Thermal Mismatch
Thermal mismatch depends on the rate of heating and cooling, i.e., the magnitude of temperature
changes estimated over a given timescale. In our simulations, this timescale is the time step, typically
50 years (Figure 8).
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5.3.3. Pore Water Pressurization
Pore pressurization timescales range from less than a 50 year time step to 5 × 105 years after differentiation
(Figure 8). These timescales depend on early heating rate and pore aspect ratio. The heating rate depends in
turn on short-lived radioisotope content (time of accretion), to which the cracking timescale is very sensitive.
For an aspect ratio of 10, pore pressurization cracking happens a few thousand years after differentiation
if Ceres accretes 2 or 3 Myr after CAIs; but 0.3 to 0.5 Myr for accretion at 5 or 10 Myr after CAIs. Cracking
happens first at midcore depths where the combination of heating rate and brittle strength, which both
increase with depth, is most favorable.
5.3.4. Core Hydration and Dehydration
The core dehydration front advances 1 km on timescales of 104 (Figure 5a) to 5 × 106 years (Figure 5c).
The hydration front migrates by 1 km in 4 to 5 × 105 years (Figure 7c). These velocities depend on heating
and cooling rates. Dehydration timescales are shorter than those determined by Castillo-Rogez and McCord
[2010] by 1 to several orders of magnitude, perhaps because their models assumed early hydration during
differentiation; consequently, the heat from 26Al was consumed in melting ice and any residual heat was
damped by convection. MacDonald and Fyfe [1985] measured diffusion coefficients of water in serpentinite
and inferred that hydration fronts advance by 1 km in ∼109 years at room temperature to ∼106 years at
573 K. Extrapolating these timescales to the temperatures at which hydration and dehydration take place in
our models (700 to 850 K) yields timescales of order 105 years, compatible with our findings.
5.3.5. Dissolution and Precipitation
Kinetic chemical processes cover a wide range of timescales, from seconds to over 4.6 Gyr, due to two
factors. First, reaction rates vary hugely with temperature, as exp(−1/T) (Figure 8). Reaction timescales also
vary considerably between mineral species, due to differences in activation energies for dissolution. Thus,
the dissolution of a crack wall thickness of 1 cm into pure liquid water, estimated using equations (20)
through (22), takes about 108 years at 250 K for silica or chrysotile, but only 103 years for magnesite.

Second, equilibrium constants depend considerably on temperature and pressure. In the ranges 260–1000 K
and 1–2500 bar, the equilibrium constants for the dissolution of silica, chrysotile, and magnesite vary by
3.5, 150, and 95 orders of magnitude, respectively, as calculated using the software package CHNOSZ
[Dick et al., 2008] with thermodynamic data from Helgeson et al. [1978]. Thus, the timescales shown in
Figure 8, where the Ki play no role, can be profoundly modified for nonzero product activities if equilibrium
dominates kinetics. In practice, two cases may occur. First, timescales may be such that some dissolution
occurs during a time step. In this case, activities are usually high enough that precipitation and clogging
will likely occur at a later time step. Second, the timescale for mineral dissolution and precipitation can be
much shorter than the simulation time step. In this case, cracks are not affected because everything that
dissolves during a time step also precipitates back: crack width changes ΔDi in equations (21) and (22) are
equal. Thus, when chemical processes occur on timescales too different from the ranges of other processes
displayed in Figure 8, they do not affect cracking in the model.

5.4. Material Compressibility
In our simulations, in which volume changes are forbidden, we have implicitly assumed that the
compressibility of rocky and icy materials can be neglected. To verify this assumption, we have computed
the effect of material compression on density and pressure profiles inside Ceres generated by the thermal
evolution code at 4.56 Gyr. Using these input profiles, we have solved the third-order Birch-Murnaghan
equation of state [Birch, 1947] for silicates [Chung, 1971; Auzende et al., 2006] and ammonia dihydrate ice
[Fortes et al., 2003], as well as a pressure-dependent equation of state for liquid water and ice Ih [Choukroun
and Grasset, 2010], to generate output profiles accounting for material compression.

The compacted density profiles do not differ much from those that neglect compression: the radii of the
inner dry core, outer hydrated core, and ice shell differ by less than 10 km in all scenarios. Pressures differ
by less than 15%, with the largest discrepancies at the center. These results support a posteriori our
assumptions that Ceres’ interior experiences little compression. Errors arising by not accounting for
compression are less than those linked to the assumption that Ceres is spherically symmetric, since Ceres’
short and long axes have radii that differ by about 40 km [Drummond et al., 2014].

5.5. Heat Sources
In all scenarios, most of the heat budget is contributed by long-lived radionuclides, which produce 2
orders of magnitude more cumulated heat than the release of potential energy. Short- and long-lived
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Figure 9. Cumulated radiogenic, serpentinization (silicate hydration), and gravitational heating of Ceres through time in
three scenarios: accretion (a) 2 Myr, (b) 3 Myr, and (c) 5 Myr after the condensation of Ca-Al inclusions (CAIs). Results are
shown for simulations with NH3/H2O by mass of 10−10 (left) and 10−2 (right). Heat consumption by silicate dehydration
is also plotted.

radionuclide heating can be seen in Figure 9 as separate increases in heat produced. 26Al decay heating
dominates the cumulative heat budgets in all scenarios for the first 10 Myr. Gravitational heating occurs
during differentiation and core dehydration.

Serpentinization is not a significant heat source. This could be due to a lack of either fractures (scenario
(a)) or liquid (scenarios (b) and (c) with negligible NH3); however, even when both persist over geological
timescales, radiogenic heating still dominates (scenario (c) with 1% NH3). Interestingly, serpentinization
heating is most prominent in scenario (a) for which Ceres’ core is most dehydrated (Figure 9). This is
because hydrothermal circulation is pervasive early on during dehydration, which is slowed down by partial
rehydration due to circulating fluids. Dehydration is a significant heat sink in almost all scenarios and
contributes to keeping Ceres’ core from reaching melting temperatures.

Locally, hydration and dehydration can lead to changes in heat content 2 orders of magnitude higher than
those caused by radioactivity. Gravitational heating due to contraction of silicate layers from dehydration is
locally only an order of magnitude lower than radiogenic heating.

6. Discussion
6.1. Comparison With Results of Previous Studies
6.1.1. Core Cracking Models of Vance et al. [2007]
To our knowledge, only Vance et al. [2007] have modeled cracking in the cores of icy worlds. They assumed
that cracks develop in a dry rocky core by thermal contraction mismatch. Structures for most bodies were
provided by the steady state models of Hussmann et al. [2006]. Vance et al. [2007] assumed present-day
cooling rates of 1 K yr−1 to 1 K Gyr−1, and grain sizes of 0.1 to 10 mm. For a cooling rate of 1 K yr−1, a grain
size of 1 mm, and KIC = 0.6 MPa m1∕2, they predicted that bodies the size of Enceladus (radius 250 km) to
Oberon (radius 760 km) may experience core cracking depths of 100 to 170 km. These depths were doubled
for a tenfold increase in grain size and were fourfold lower for cooling rates of 1 K Gyr−1. Their results
suggested that the core of Ceres-sized bodies may be entirely cracked [Castillo-Rogez and McCord, 2010].
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We suggest that thermal mismatch plays little role in cracking Ceres’ core. Cooling rates are of order 10 K
Gyr−1 at the present day in outer core layers, at the lower end of the range assumed by Vance et al. [2007].
Assuming such a cooling rate, a grain size of 500 μm, and all other parameter values equal to those in their
study (E = 197 GPa, KIC = 0.6 MPa m1∕2), we do find thermal mismatch cracking depths in dry silicate of 5
to 20 km. However, our simulations show that the upper core is more likely hydrated, in which case silicate
Young moduli E are as low as 35 GPa [Christensen, 1966; Hirth and Kohlstedt, 1995]. This sixfold decrease in E
is enough to prevent thermal mismatch cracking in our models.
6.1.2. Models of McCord and Sotin [2005]
McCord and Sotin [2005] studied the thermal evolution of Ceres for two scenarios: undifferentiated and
differentiated. They concluded that Ceres must have differentiated into a rocky core and an icy mantle, with
little internal porosity. We support these conclusions. They also suggested that the core may be entirely
hydrated, in which case Ceres would cool faster (by conduction through a thinner ice shell) than with a dry
silicate core. We show that cooling actually seems to occur mainly by convective heat transport through
the upper core and hydrosphere. McCord and Sotin [2005] did not predict iron-silicate differentiation since
internal temperatures did not exceed 900 K in their models. Melting experiments on fragments of the
Allende carbonaceous chondrite, a possible analog to Ceres’ primordial rocky material, suggest that
temperatures above 1400 K would be required [Agee et al., 1995]. Such temperatures are not reached
in our simulations either. McCord and Sotin [2005] pointed out that a metal core may form if accretional
heating produces the temperatures needed; we consider this unlikely, especially since many past estimates
of accretional heating have assumed accretion from heliocentric impactors [Safronov, 1978], a model
now obsolete.
6.1.3. Models of Castillo-Rogez and McCord [2010]
Castillo-Rogez and McCord [2010] investigated scenarios similar to those explored here. They suggested that
hydrothermal circulation, along with the time of formation, could be a major evolution driver; however, they
did not explicitly model hydrothermal processes. We show here that hydrothermal activity could persist in
the outer core over geological timescales due to long-lived cracking in the rocky core, not just during early
evolution as they suggested. Heat is thus transferred out of the core and keeps the hydrosphere melted.
This in turn favors heat loss by vigorous convective heat transfer, resulting in lower present-day core and
hydrosphere temperatures than in their models.

Another impact of hydrothermal circulation expected by Castillo-Rogez and McCord [2010] was rock
hydration, which results in heat production, volume changes, and decreased rock thermal conductivity. All
these phenomena occur if conditions for circulation are favorable: high NH3 content, highly fractured core
(no dehydration), and little mineral precipitation. If so, the impact on Ceres’ thermal evolution is significant
(Figure 7). Otherwise, hydrothermal effects are small (Figure 5) because late hydration is prevented for
three reasons. First, there may not be enough liquid. Second, thermal contraction mismatch, the only core
cracking process in cooling regions, is ineffective. Third, even cracks that open before cooling starts, and do
not heal, can be clogged by precipitated minerals.
6.1.4. Models of Malamud and Prialnik [2015]
Malamud and Prialnik [2015] modeled the thermal evolution of the Ceres-sized Kuiper belt object Orcus
(radius 459 km) with a level of detail similar to that presented here, including serpentinization. When
comparing simulation outcomes, one must bear in mind a few differences. First, the bulk density of Orcus is
only 1530 kg m−3, implying a rock/ice mass ratio of 3 (with their chosen densities), twice as low as that we
derive for Ceres (6.25). Second, the surface temperature of Orcus is only 41 K, assuming the albedo value
used by Malamud and Prialnik [2015]. Third, 26Al heating is likely negligible at the accretion timescales of
the Kuiper belt, of order 107 years [Kenyon and Bromley, 2012]. Finally, silicate-ice differentiation is very
gradual in the models of Malamud and Prialnik [2015], proceeding as the diffusion of ice and volatiles
through a rock matrix. In the present code, differentiation occurs when the temperature of a given layer
exceeds a threshold; every layer below is rearranged instantaneously into a core and mantle.

Despite these differences, some modeling results of Malamud and Prialnik [2015] for Orcus are similar to
our scenario (c) with negligible NH3. Orcus’ present-day central temperature is 550 K (620 K for Ceres). The
temperature gradient is steeper in Orcus’ core, due to a colder ice-rich shell and slow conductive heat trans-
port through the highly porous outer core. The peak temperature reached inside Orcus is 890 K around 2 Gyr
after formation; Ceres reaches 1015 K around 1.6 Gyr. Malamud and Prialnik [2015] do not allow for silicate
dehydration; therefore, Orcus’ core remains hydrated throughout their simulation. The outer core, which
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Figure 10. The inclusion of core cracking and hydrothermal circulation in
evolution models of Ceres (light gray boxes) enables the investigation of
key feedback loops in endogenic processes. Such loops were suggested,
but not explicitly modeled, in previous work [McCord and Sotin, 2005;
Castillo-Rogez and McCord, 2010]. A full understanding of the coupled
geophysical-geochemical evolution of Ceres will require investigation of
the fate of ammonia and brine antifreezes, as well as the possibility of
radionuclide leaching via water-rock reactions [Castillo-Rogez and Lunine,
2010] (dark gray boxes).

spans radii of 200 km to 350 km, is
highly porous; Ceres’ cracked zone
spans radii from 290 km to 380 km.
Thus, the volumes of fractured
or porous rock are very similar.
Malamud and Prialnik [2015]
found Orcus’ ice shell to be highly
porous, which is reasonable at frigid
near-surface temperatures; on Ceres,
the porosity is likely negligible except
in the surface regolith [McCord and
Sotin, 2005].

Serpentinization is a major heat
source in the model of Malamud
and Prialnik [2015], which assumes
silicates to be initially dehydrated.
A hydration heat pulse is released
after about 200 Myr as differentiation
occurs in their simulation. This pulse
seems to exceed radiogenic heating
for a brief period, releasing about a
tenth of the long-lived radiogenic
heat produced over 4.6 Gyr. In our
models, serpentinization is usually
less prominent, perhaps because
hydrothermal circulation is more
efficient at removing that heat.

6.2. Geophysical and Geochemical
Feedbacks
Our models of core cracking make the
essential link between geophysical
and geochemical processes,
elucidating some feedbacks shown in
Figure 10. Crack formation is favored
by high heating or cooling rates and

core dehydration, but hindered by high core temperatures and by precipitates of leaches resulting from
water-rock interactions. Cracking seems insensitive to hydration swelling of rock.

Liquid can be generated not only by melting ice but also by dehydrating silicates. The relative importance
of each source depends on the extent of core dehydration. Up to 60% of the long-lasting liquid originates
from dehydration in scenario (a), with or without NH3 antifreeze. In scenarios (b) and (c) with negligible NH3,
any liquid originating in core dehydration is refrozen in 10 Myr or less; with 1% NH3, little or no dehydration
occurs and all present-day liquid originates in melting ice.

Provided liquid persists, core cracking can greatly speed up heat transfer out of the core and into the
hydrosphere, due to hydrothermal circulation in the fractured zone (Figure 7). Hydrothermal circulation
and ocean convection are tightly linked, because hydrothermalism warms the ocean, which in turn pro-
vides liquid to circulate. An unintuitive consequence of convective heat transfer on Ceres’ evolution is
that a hotter birth seems to lead to a cooler present state. However, strong hydrothermal heat transfer is
eventually self-limiting as it both smoothes out the thermal gradients by which it is fueled and causes liquid
to refreeze. In Figure 10, this is shown by two negative feedback loops. A first loop links hydrothermal
circulation, heat transfer in rock, and heating. A second loop links hydrothermal circulation, heat transfer in
rock, rock temperature, heat transfer in water, and freezing.

Finally, the extent of cracking determines that of water-rock interactions. Surprisingly, these often seem
to result in crack clogging in the present model, preventing further interaction. The possibility of such an
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inhibiting effect was noted by McKinnon and Zolensky [2003]. However, more detailed and faithful chemical
modeling is needed to explore water-rock reaction outcomes. Unknown consequences on the distribution
of solute antifreezes and radionuclides remain to be investigated (Figure 10). Follow-up geochemical
calculations are likely to use water to rock ratios as an input. Our simulations suggest bulk mass ratios
(mass of liquid/mass of cracked rock, assuming all the liquid is circulated) between 0.005 and 0.015 when
hydrothermal circulation occurs through a large portion of the core (all 1% NH3/H2O cases), and between
0.1 and 5 if water is circulated only in a few upper core layers (scenario (a) with negligible NH3).

6.3. Testing Predictions With Dawn Observations
6.3.1. Gravity Measurements
Two parameters of Ceres’ internal structure seem key to understanding its origin. The first is the core size,
which seems to depend on Ceres’ time of formation. In the absence of late hydration, the final core size
is set by the extent of silicate dehydration, which in turn depends on the amount of 26Al heating in our
simulations. The long-term evolution of the core may be further affected by leaching of the 40K in water-rock
reactions, taking away part of the core’s radiogenic fuel [Castillo-Rogez and McCord, 2010]. Core sizes of
370 km or less may suggest both an early time of formation near Ceres’ current heliocentric distance, and
little hydrothermal activity. The second parameter is the amount of liquid involved in crack circulation,
directly proportional to antifreeze content in our calculations. In turn, the amount of volatile antifreezes
accreted depends on Ceres’ place of formation, with larger amounts accreted if Ceres formed further
away from the Sun [Dodson-Robinson et al., 2009]. However, salt compounds leached from silicates during
hydrothermal alteration may also act as antifreeze; this remains to be explored.

Constraints on the internal structure of Ceres will be obtained by gravimetry via Doppler tracking of the
Dawn spacecraft. Ceres’ bulk density and gravitational moment J2 should be measured to respectively 1%
and 0.001% [Russell and Raymond, 2011; Russell et al., 2012]; to the extent that the assumption of hydrostatic
equilibrium can be applied to Ceres, the measurement of J2 may provide an estimate of its moment of
inertia. Similar constraints on the internal structures of Titan and Enceladus have recently been obtained
by tracking of the Cassini orbiter [Iess et al., 2012, 2014]. The gravitational signature of a liquid layer inside
Ceres may be difficult to detect if this layer also contains substantial amounts of water ice and ammonia.
Evidence for subsurface liquid could have been collected with a magnetometer able to detect an
induced field on Ceres due to salt water. Unfortunately, Dawn’s magnetometer was descoped [Russell and
Raymond, 2011].
6.3.2. Compositional Mapping
Finer constraints on Ceres’ evolution may be obtained by inferring the temperature and pressure at which
formed the surface carbonates and clays, likely products of aqueous alteration [Milliken and Rivkin, 2009].
Our results suggest two possible settings. First, hydrated minerals form early on during differentiation, or
perhaps even in the primordial bodies accreted by Ceres [Zolotov, 2014]. Water-rock interaction products
are circulated upwards into the ocean, then brought to the surface by ice convection. Second, hydrated
minerals are formed in the cracked outer core layers experiencing hydrothermal circulation as late as 3 Gyr
after Ceres’ formation, then brought to the surface by ice convection.

Discriminating between these scenarios requires age estimates of the surface deposits. Estimates may be
obtained using spectra acquired by Dawn’s Visible and InfraRed spectrometer (VIR) instrument [De Sanctis
et al., 2011, 2012], imaging by Dawn’s Framing Camera [Sierks et al., 2011], and models of crater relaxation
[Bland, 2013; Dombard and Schenk, 2013].

Timing, physical, and chemical constraints on the fluid-rock reactions that formed Ceres’ surface minerals
could be obtained with geochemical speciation or reaction path models coupled to a geophysical code.
Such modeling could allow interpretation of compositional measurements in terms of constraints on Ceres’
evolution and present state. Spectral observations of Ceres’ surface at high spatial resolution may allow
pinpointing of local heterogeneities from current global averages, which may have hindered previous
interpretations of spectra. More complex or yet unidentified species may be detected. For example, the
current absence of salts in spectra of Ceres [Zolotov, 2014] does not preclude their existence on the surface:
salts are harder to detect than hydrated minerals, because higher degrees of hydration yield shallower
reflectance features [McCord et al., 2002; De Sanctis et al., 2012]. Infrared remote sensing probes a depth of
only a few wavelengths, bringing about the need to discriminate between an endogenic or exogenic source
of the materials observed. Dawn’s Gamma Ray and Neutron Detector (GRaND) [Prettyman et al., 2011] will
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help with this issue. GRaND’s objective is to map abundances of major rock-forming elements (O, Na, Mg,
Al, Si, K, Ca, and Fe) to 20% precision at a resolution of 1.5 times the mapping altitude, within a depth of
order 1 m. Salt-forming elements P, S, and Cl may also be observed. Correlations between VIR and GRaND
measurements will establish the contribution of endogenic materials in VIR spectra.
6.3.3. Possible Cryovolcanic Activity
Küppers et al. [2014] recently reported observations of water vapor expelled from Ceres. The vapor sources
seem both spatially and temporally confined. Whether these sources arise from sublimation of near-surface
ice or from cryovolcanism is unknown. Cryovolcanism may be favored by freezing, which could pressurize
liquid water reservoirs [Fisher, 2003; Neveu et al., 2015]. Our results suggest that under certain conditions
(late accretion, presence of antifreezes) it might be possible for Ceres to undergo global freezing at
the present day (Figures 7b and 7c). Even if Ceres’ interior is currently frozen and the current activity
is not cryovolcanic, Ceres’ surface might show evidence of periodic cryovolcanism over geologic time,
which could be linked to the ending of the periodic hydrothermal episodes suggested by some of
our simulations.

7. Conclusions

We have described new geophysical evolution models for icy dwarf planets, applied to Ceres, that focus
on core cracking and hydrothermal circulation. The models account for the following fracturing processes:
brittle-ductile transition in dry and hydrated rock, thermal mismatch of mineral grains, thermal
pressurization of pores, silicate swelling and shrinking upon hydration and dehydration, and mineral
dissolution and precipitation.

We have found that the depth of the fractured zone depends mainly on peak core temperatures. While
the entire core is initially cracked due to either pore pressurization or dehydration shrinking stresses, only
core layers that never experience temperatures higher than about 800 K remain fractured on geological
timescales; otherwise, cracks heal from the ductile creep of silicates. It is unlikely that core cracking occurs
as Ceres cools, because thermal contraction mismatch seems ineffective at fracturing silicates. Present-day
cracked depths, of 5 to 420 km in our simulations, suggest a significant volume of rock available to interact
with liquid, if present.

The presence of liquid hinges on antifreeze content, on silicate dehydration (which releases liquid), and on
hydrothermal circulation itself (which efficiently transports core heat into the hydrosphere). The heat of
serpentinization seems too small to significantly help liquid persist.

If liquid persisted over geological timescales, hydrothermal circulation may have profoundly affected Ceres’
thermal and geophysical evolution. If shallow, hydrothermal circulation helped sustain liquid by efficiency
tapping the core’s heat, yet not cooling the core too quickly. If reaching deep into the core, hydrothermal
circulation may have prevented core dehydration through temperature resets, global cooling events lasting
about 50 Myr during which Ceres’ interior temperature profile was very shallow and the hydrosphere was
largely melted.

Hydrothermalism may have left its mark on Ceres’ present-day structure. A large, fully hydrated core
(radius 420 km) suggests that extensive hydrothermal circulation prevented core dehydration. A small,
dry core (radius 350 km) suggests early dehydration from short-lived radionuclides, with shallow
hydrothermalism at best. Intermediate structures with a partially dehydrated core seem more ambiguous,
being compatible both with late partial dehydration without hydrothermal circulation, and with early
dehydration with extensive hydrothermalism. While current shape data do not allow discrimination
between these possible structures [Castillo-Rogez and McCord, 2010], gravity measurements by the Dawn
mission may.

As a final note, our estimates of the cracking depth constrain not only the extent of water-rock interactions
but also the potential of icy dwarf planets to support the emergence and persistence of chemotrophic
microbes [Vance et al., 2007]. The habitability of subseafloor hydrothermal areas depends on their elemental
inventory and the speciation of these elements, as well as on the amount of chemical energy available.
Possible hydrothermal chemistries inside Ceres and other icy dwarf planets will be the topic of a
future paper.
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