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Every GPI image has 
environment & performance data

• raw image contrast @ 0.25”, 0.4”, 0.8”  
• ~ WFE 
• ~ AO tip/tilt & focus vibration 
• environment:  

• seeing (Gemini MASS* & DIMM) 
• wind, temperature
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* MASS quit working April 2016
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Environment parameters alone explain 
25-40% of GPI raw contrast variation

• Tau
• DIMM seeing

• dT = abs(AO - amb)
• I mag

0.25” R2=0.25 0.4” R2=0.33 0.8” R2=0.38
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Tau governs final GPI contrast 
more often than raw seeing does
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Similar effects seen in other instruments

Similar analysis for NIRC2 by Jerry Xuan (Pamona) ongoing

Milli+ 2017
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Temperature disequilibrium degrades GPI performance
Melisa Tallis 

in prep
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What telemetry 
can we save?

residual slopes: 
[ x1,y1… xn,yn]

commands: 
[ z1…zn] or [ m1…mn]

positions: [ z1…zn]

modal gains
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GPI uses a Fourier modal basis set with 
individually controlled gains

gp 
Focal plane wavefront sensing and control for ground-based imaging
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aLawrence Livermore National Lab, Livermore, CA USA
bGemini Observatory, La Serena, Chile
cUniversity of Exeter, Exeter, UK

Abstract

We evaluate the performance of existing wavefront sensing and control techniques such as speckle nulling, and discuss their
applicability to high-contrast imaging spectrographs like the Gemini Planet Imager (GPI). These techniques can be highly useful in
correcting system phase errors, and can potentially improve instrument operating efficiency by working in conjunction with the
dedicated adaptive optics (AO) wavefront sensor. We discuss the specifics of our implementation of speckle suppression for GPI
and present lab demonstrations with average contrast improvements from 5.7⇥10�6 to 1.03⇥10�6.

Gemini Planet Imager

Figure: GPI light path [Macintosh et al., 2008] and data acquisition
schematic.

I AO system - MEMS deformable mirror (DM),
piezo-electric DM & Shack-Hartmann wavefront
sensor correct for atmospheric turbulence

I CAL system - IR interferometer reconstructs
post-coronagraph wavefront and sends updates to AO

I IFS - science instrument produces dispersed spectral
images

I Apodized Pupil Lyot Coronagraph (APLC) for
diffraction control [Soummer, 2005]

I GPI Pipeline - Produces reduced 3D data cubes
(x ⇥ y ⇥ �) in realtime as data is collected [Maire et al.,
2010]

I Dispersed images take in H band, with 1.5 to 1.512
µm slice used for the phase estimate.

Goal:
Use IFS and AO to correct for non-common path
errors in system.

Speckle Formation

I The electric field at the DM is determined
by the pupil apodization A, the complex
pupil aberration function � and the DM
phase function  :

E

o

(u, v) = A(u, v)e�(u,v)e2⇡i (u,v)/�

I Scattering from each of the sinusoidal
components of � generates a speckle
[Perrin et al., 2003]

I We can find DM shapes to cancel these
[Malbet et al., 1995, Bordé and Traub,
2006] Figure: (Left) A pure sinusoid applied to the DM producing (Right) speckles in the

image (circled).

Calibration

I We need to know how the DM phase maps to the image location and intensity
I To calibrate location, drive the DM at the highest spatial frequency
I To calibrate intensity measure some of the spatial frequencies and interpolate the rest

Figure: (Left) Image with flat DM. The bright boxed regions are astrometric calibration spots generated by a grid pattern on the apodizer.
The dashed box indicates the high contrast region created by the diffraction control system and the dashed circle shows the extent of the
focal plane mask. (Middle) Image with DM neighboring actuators driven in opposite directions. This results in the circled speckles at the
highest spatial frequency. (Right) Intensity interpolation. Points marked with an ‘x’ are intensity measurements at spatial frequencies
k = l . The solid line with triangle markers is the fit to these points. Spatial frequencies k = l < 4 fall behind the focal plane mask and are
not used in the fit.

References
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Phase Estimation

I Take a series of 8 images with evenly spaced input phases in [0, 2⇡] and a random offset phase by sending
references to the AO system

Figure: Initial reference image with artificial speckle injected via reference offset (solid box is I1 and dashed box is I2) and 8 phase
probes with corresponding intensity variations at the speckle location.

I For each spatial frequency measure intensity on either side of the image plane I1 and I2
I Fit sinusoid to I1 + I2 to find the phase of the speckle canceling shape
I Alternatively, fit independently to I1 + I2 and I1 � I2 to estimate both amplitude and phase

Figure: (Left) The normalized measured intensities (hI1 + I2i) are represented by the solid line with diamond markers, while the best fit
sinusoid is given by the dashed line. The plus marker indicates the best fit phase. (Right) The solid black line with diamond markers
represents the summed measured intensities (I1 + I2) and the black dashed lines are I1 and I2, respectively. The gray dashed lines
represent best fits to I1 + I2 and I1 � I2 and the black dash-dotted line represents the total amplitude and phase fit to the data. The plus
sign denotes the best found amplitude (mapped to intensity) and phase.

Results

Figure: (Left) Initial focal plane image. (Right) Focal plane image after six iterations of speckle nulling.

I Experiments performed with no external aberrations. Atmospheric turbulence will add noise, but contrast will be
primarily limited by internal quasi-static errors

Figure: (Left) Initial contrast. (Right) Contrast after six iterations of speckle nulling. Both images are in H band with 15 s exposure times.
Contrast is defined as 5 times the standard deviation of the intensity in an annulus of radius equal to the angular separation.

Conclusions and Future Work

I Speckle nulling can be used with IFS data to correct for non-common path errors
I Good contrast improvement in relatively small number of iterations
I Resulting PSF is relatively stable and achromatic so speckle noise can be further attenuated by ADI and SDI

techniques. See Macintosh, et al. (this conference, 8446-65) for details

I Need to evaluate other speckle suppression techniques such as EFC
I May be possible to use amplitude estimates to identify uncorrectable speckles
I Need to combine with other methods to reduce low spatial frequency noise

SPIE Astronomical Telescopes + Instrumentation 2012 Paper 8447-255 savransky1@llnl.gov

(spatial) mode PSF



Manual AO telemetry sets 
record detailed information
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lag errors -> gains lower 
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Telescope tracking Earthquake
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Example: cryocooler controller replace 
to mitigate M1 60Hz coupling

Figure 1. Comparison RMS phase maps with cryocoolers on and o↵. This demonstrates that the “Onigiri”-mode (main
component focus) is excited in the telescope through the cryocoolers that are mounted on GPI’s IFS.

by two Stirling cycle cryocoolers (Sunpower CryoTel GT). Already in 2011 (when the IFS was still at UCLA) it
became clear that the coolers were a not negligible source of vibrations at 60Hz (and harmonics) causing micro-
phonic e↵ects on the science detector. Design modifications were undertaken to eliminate microphonics and the
coupling into the IFS was reduced via Sorbothane washers.3 Furthermore, a study was undertaken by CSA Moog
to determine resonance frequencies of GPI.4 During the pre-shipment acceptance test review (July 2013) even
though the injection of vibration from the coolers had been significantly suppressed, the tip/tilt power spectra
showed that we still did not fully meet the specification (< 4mas RMS on a bright star excluding measurement
noise) but it was demonstrated that this e↵ect could be mitigated by implementing a Linear-Quadratic-Gaussian
(LQG) controller (Kalman filter).5 The fine tuning of the LGQ parameters (carefully watching loop stability)
continued as soon as GPI arrived in the Cerro Pachon laboratory (Aug - Oct 2013). Also during this period we
studied carefully the beating e↵ect of the two cryocoolers. A slight discrepancy (or instability) in the nominal
frequency of 60Hz caused the coolers to cycle through an in- and counter-phase state in a time period of 20 to
30 min producing a change of the vibration amplitude up to a factor of 4. A changing gravity vector also seemed
to play a role. For these reasons, we upgraded the Sunpower controller board in January 2014 to a new model
that can drive the two cryocoolers with a constant relative phase. As expected, an optimal result is achieved
when the coolers are driven exactly counter phase. With this new board the beating e↵ect disappeared and the
injected vibrations were kept to a minimum.

In November and December 2013 we had our first two commissioning runs at the telescope. During these
runs, we focused on basic functionalities, such as closing the loops (tip/tilt, woofer, tweeter), loop stability,
o↵-loading to the secondary mirror (M2), and measurements for the on-sky wavefront error budget. During
our first closed-loop on-sky night in November we were surprised by a triangular shape in the RMS phase map

Table 1. The mode causing the triangular shape in the RMS phase map (dubbed “Onigiri”-mode). Amplitude and phase
relation ship are listed.

Zernike Mode Amplitude (relative to focus) Phase (rad)

Focus 1.00 0

Trefoil (45°) 0.14 0

Spherical 0.15 ⇡

Hartung+, SPIE, 2014



Vibration analysis example: faulty fan
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the appearance of a strong new pointing vibration at 37 Hz
during GPIES-2014B-03 led to our design of a new filter
and the acquisition of images with and without correction
as the observers adjusted the system.

These images of 51 Eridani, shown in Fig. 7, dramatically
illustrate the performance improvement possible with LQG
control when deleterious vibrations are present. The figure
shows a single wavelength slice at 1.57 μm fromH-band images
(exposure time 59.6 s) with and without 37 and 60 Hz vibra-
tion correction of tip and tilt. Before use of the special vibration
correction, the image is significantly smeared due to pointing
vibration. With the LQG filter tuned to 37 and 60 Hz, the
image is very crisp; diffraction-limited features such as the sat-
ellite spots and static speckles are well resolved.

The exact level of improvement is obtained through analysis
of the matched AO telemetry for these images. Figure 8 shows
the tilt measurement PSDs for LQG vibration off and LQG
vibration on. In this case the filter was designed to only correct
37 and 60 Hz common-path vibrations and not correct the
vibrations at 120 and 180 Hz. (Figure 3 shows the ETF of this
LQG filter.) Without vibration correction the 37 Hz term
causes 12.0 and 19.5 mas of error in tip and tilt, respectively.
The 60 Hz vibration contributes another 5.8 and 2.4 mas, re-
spectively. When the LQG filter is used to correct these two
vibrations, the error levels are reduced to 1.8 and 2.3 mas
for tip and tilt, respectively, for 37 Hz and 1.4 and
0.6 mas, respectively, for 60 Hz. These reductions are consis-
tent with the filter’s ETF as measured. In this particular in-
stance the vibrations were large enough that the change in
performance was easily visible in science images, as shown
in Fig. 7. GPI typically faces smaller vibrations that would
not be so obvious in an image. However, the level of correction
shown here is consistent with the quantitative analysis of LQG
performance for pointing vibrations in Section 8.A.4.

8. RESULTS: ERROR BUDGET

We use the following terms to evaluate GPI’s AO error budget.
This is not an exhaustive list, but is similar in scope to that used
by van Dam et al. [36] for the Keck AO system.

A. Terms Estimated from AO Telemetry
Several error terms can be directly estimated from AO telem-
etry. This analysis begins with the x–y–t data cube of “residual
phase.” Since focus is included in the higher-order error budget,
we need to combine the “residual focus” signal with the high-
order phase. This is done by multiplying the residual focus co-
efficient at each time step by the best-fit phase shape of that
focus on the tweeter grid and adding it to the phase signal.
We then convert to the f x–f y–t data cube as described above.
The average value of each mode over time is calculated and
removed to produce only the time-varying component.
Then periodogram analysis is used to produce the final

Fig. 6. Spatial PSDs of the residual phase cubes at a temporal
frequency of 25 Hz. True wind components of the atmosphere are
at the bottom of both images. Boxes indicate the region inside of
which aliases are suppressed. Left (spatial filter at 4.0 mm), a wind
alias is clearly visible just above the top border of the box. Right (spatial
filter at 3.2 mm), this alias is inside of the box and is completely sup-
pressed, while the true wind components at the bottom remain
unchanged.

Fig. 7. Single wavelength (1.57 μm) slices from H-band images of
51 Eridani for different LQG filters. Top, no vibration filtering; bot-
tom, LQG correction of 37 and 60 Hz vibration for both tip and tilt.
With LQG in use, the image sharpness is greatly improved.
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f x–f y–f t data cube. Each entry of this cube is an estimate of
P̂ycl!ω" for that mode.

As described in Section 4.D, this closed-loop measurement
PSD is converted to the joint open-loop PSD P̂ϕ!ω" # P̂n!ω"
through division by the ETF. Then the high-temporal-
frequency portion (e.g., above 250 Hz) of the joint PSD is
fit to estimate the noise floor and P̂n!ω". This fit is subtracted
from the joint PSD, and any negative samples are set to zero;
this becomes the estimate of the phase PSD P̂ϕ!ω". Now the
ETF and NTF can simply be applied as described above to
estimate the residual error. This estimate is a temporal PSD;
to obtain the variance of any mode, Parseval’s theorem is used.
This gives us the variance of all Fourier modes. The overall
variance of the phase error is calculated as the sum of these
independently controlled modes.

We never have access to an x–y–t data cube that represents
the “residual error.” Instead we have its spatiotemporal fre-
quency representation. Parseval’s theorem can be applied as
above provided that the windowing effects of both the telescope
pupil and the Hanning window of the periodogram are ac-
counted for. This is done through division first by the fraction
of valid phase points (0.65 of our 48 × 48 grid) and then by the
power in the Hanning window of length p.

The estimates of residual error are obtained correctly from
the original measurements; however, there are some systematic
sources of error that may make the results inaccurate. First, if
the control system is not correctly characterized, using the
transfer functions to estimate error terms will produce an
inaccurate result. However, as shown in Fig. 3, our models
are well-matched by actual data.

A more subtle error stems from changes in WFS gain due to
spot size changes in the WFS quadcells in poor seeing. In this
case the gain on the WFS is reduced, which means the internal
AO telemetry will underestimate the actual residual error. This
is a well-known phenomenon, and online methods to mitigate
it have been developed, for example, for the Altair AO system

[37]. GPI was not designed with such a technique. This was
based on the assumption that the spatial filter would maintain
a constant spot size, as had been shown in laboratory experi-
ments by both others [38] and ourselves [39]. Since the spatial
filter is typically oversized, this effect is no longer present, and
we do see significant spot size changes. At present we do not
have a well-calibrated way to determine the true centroid gain
in the standard AO telemetry measurement data. Initial esti-
mates indicate that the gain reduction due to spot size increase
could be on the order of 0.8, meaning the AO telemetry would
need to be multiplied by a factor of 1.25. This would be a 25%
(RMS) increase in estimated errors. Operating with a centroid
gain significantly lower than that designed will potentially im-
pact performance of both the gain optimizer (which divides by
an ETF that would contain an incorrect overall loop gain) and
the LQG controllers (which assume a gain of one). At this point
we have not identified any clear performance loss from either of
these, but further work will consider these implications.

1. Static Error
The static term derived from the AOWFSmeasurements exists
because the control loops use a “leaky” integral controller, i.e.,
c < 1 in C!z" $ g∕!1 − cz−1". When there is a large static
phase input to the system, it will not be fully corrected.
The steady-state error can be approximated with the use of
a two-frame delay discrete model and standard formulas [40].
A unit step input ϕ!t" will result in a static error of !1 − c"∕
!1 − c # g". For the system’s maximum gain of 0.3, an integra-
tor of c $ 0.998 results in an error of 0.7% of the step input.
For the tweeter integrator of c $ 0.99, the error is 3%.

For the GPIES data set, the median static error is 9 nm
RMS. The static errors are dominated by internal aberrations
on the tweeter and static errors on the telescope primary mirror.
These are predominantly low order and are corrected by the
woofer, implying an input static error of 1.3 μm RMS.

2. High-Order Noise Error
Noise error for the high-order modes is primarily due to noise
in the WFS measurements, e.g., photon noise and read noise.
Since our control system is very well characterized (see above),
we estimate this error term directly from closed-loop telemetry
as σ2n $

P
P̂n!ω"jNTF!ω"j2.

The detector noise should have uniform statistics over time.
As such, σ2n can be estimated based on just the “subaperture
intensities” telemetry, the known detector characteristics, and
the known control system behavior.

Testing in 2011 determined that our WFS CCD in its
nominal operating configuration has a conversion factor of
0.41 photoelectrons per digital number and an RMS read noise
of σrn $ 6.7 photoelectrons per pixel. For an arbitrary number
of counts per subaperture per frame from telemetry, the noise
sources on the CCD can be determined. Using Monte Carlo
techniques, many random realizations of the WFS CCD are
generated. These are first converted to slopes, and then the
wavefront is estimated using the library of codes that match
the algorithms in the RTC. Because the slope calculation
and reconstruction process are independent of the noise level,
we can combine the theoretical model for centroid error as a
function of detector noise [41] with the reconstruction process
to get an overall relationship. The Monte Carlo outputs are fit

Fig. 8. Temporal PSDs of measured tilt for LQG either not cor-
recting (“LQG vibration off”) or correcting (“LQG vibration on”)
37 and 60 Hz vibrations. Use of LQG has significantly reduced vibra-
tion. Tilt is shown; results are similar for tip. AO telemetry sets are
matched with the science images shown in Fig. 7.
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telescope windshake 
Connor Beierle in prep
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Tangent: site characterization

• Regular AO telemetry = regular site 
monitoring  (postprocessing required!!) 

• Compare to observatory MASS, DIMM, etc. 

• planning upgrades &/or new instruments 
(AO and seeing-limited)
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Sri Srinath - SPIE 2016 
Adam Snyder - SPIE 2016
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Reconstructed WFE ~ GPI IFS frames
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other PSF reconstruction: 
Veran+1997,  

Jolissaint+2012, …



WFIRST HOWFS
• HOWFS uses science camera images themselves
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• realtime x/y centering location of star in every science frame 
• contribution from Z2-Z11 = input to PCA?
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Fang Shi



What is the minimal AO data we need to save?

• Analyze system performance? 

• Complement focal plane WFS?   

• Complement data reduction? 

• What cadence?   

• Save everything? Realtime process?  

• S/N & error tolerance? 

• ?

 20

 ground vs. space? 



Summary
• Reach specs on current systems  

• Develop AO telem pipelines & infrastructure  

• Identify factors limiting astrophysics, not WFE 

• Enable post-processing on future systems 

• Include telemetry in design 

• Save as much data as we can

 21
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AO WFE : bandwidth & noise
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