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Measuring the large scale polarization is difficult!

Major HFI systematic residuals: 
• inter-calibration leakage  
• ADC non-linearity residuals 
• correlated 1/f noise residuals 
• foreground residuals

All these effects are important at low-l 

Planck-HFI 2015 Planck-HFI 2016
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Fig. 16. E-mode polarization pseudo spectra, plotted as C` to emphasise low multipoles, computed from the maps distributed in the
Planck 2015 data release (figures to the left) and for the HFI pre-2016 maps described in this paper (figures to the right). We show
auto power spectra of map di↵erences for half ring, detector-set and half-mission maps color coded in the same way for 100, 143,
and 217 GHz and as shown in the top panels. We also show for reference an average of N FFP8 simulations boosted by 20 %. The
dashed curves show the F-EE model.

In Fig. 16 we compare the 2015 release with the HFI pre-
2016 one, for the CMB channels EE power spectra of the null
test di↵erence maps built with the three splits together with the
power spectrum of an FFP8 noise only simulation which is the
goal model. The Half Ring null test (blue lines) agrees with the
FFP8 as expected. The 2015 release data show large excesses
over the FFP8 simulation extending up to ` = 100 for detset (red
lines) and half mission (green lines) di↵erences. On the contrary
the HFI pre-2016 data detset di↵erence for 100 and 143 GHz are
in good agreement with the FFP8 reference simulation. This is
not surprising as the systematics detected by this test have been
shown to be small. At 217 GHz the detset test is improved but
not yet in agreement with FFP8.

For the half mission null tests, the analysis of systematic ef-
fects shows that the ADC-nonlinearity dipole distortion which
has not been removed dominates and should leave an observable
excess at low multipoles in this test which is not seen. Thus this
null test does not agree with the systematic analysis.

A drawback of the HFI pre-2016 data is that the destriping
is done on the full mission -because it gives more redundancy-
and applied to the two halves of the mission. The correlation in-

troduced in these two halves could lead to an underestimate of
the residual seen in the null test. We checked this by doing a
set of maps where the destriping is done independently for each
half mission. Figure 17 shows the result of this check. The sepa-
rated minimization for the two half missions (blue lines) shows
a systematic e↵ect at all frequencies in the half mission null test
not seen for the full mission minimization (red lines). The sepa-
rated minimization can also be compared to the sum of all simu-
lated e↵ects (green lines). It shows the expected behavior for the
100-217 GHz bands. We conclude that the uncorrected ADC-
nonlinearity dipole distortion accounts fully for the systematic
detected by this new half mission null test.

At 353 GHz the null test is below the sum of all systematics
between multipoles 2 to 50 and thus not catching all systematics.
The calibration and transfer functions issues already noticed for
353 GHz are not supposed to be caught by the half mission null
test and thus can explain the di↵erence.

Furthermore we have shown that the destriping of the two
half missions should be done independently to detect any ADC
nonlinearities residuals. The 2016 data release will include half
mission SRoll fits of parameters for this purpose.
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The Planck challenge I: control of systematics



• Can compromise parameter reconstruction in particular for the high sensitivity of 
HFI channels

• Difficult handling of noise bias/residual systematics

Polarized CMB from 70 GHz 

1. Low ell CMB polarization in Planck 
2014 comes from 70 GHz.  

2. Out of eight surveys, we exclude 
from the dataset survey 2 and 4 
because the exhibit unusual B mode 
excess, presumably connected with 
sidelobe contamination. 

3. Templates (30 and 353) are built 
from full mission data. 

4. Working resolution is nside = 16, 
down sampled from high resolution 
through noise weighting. No 
smoothing is applied in polarization 

5. The analysis mask retains 47% of the 
sky. 
 

Stokes Q 

Stokes U 

Preliminary 

Low-l Commander temperature map 

• As in 2013, the low-l temperature likelihood is based on 
the foreground-cleaned Commander map 
 

• But unlike 2013, the 2014 map also incorporates the 9-
year WMAP data and the 408 MHz Haslam map 
• More frequencies � better fg model � more clean sky 

• See Wehus’ talk tomorrow for more details 
 

•    Analysis chain: 

1. Perform component separation at 1q resolution 

2. Define narrow F2–based processing mask to 
remove obvious residuals 

3. Fill mask with a constrained Gaussian realization 

4. Smooth to 440’ FWHM, and repixelize at Nside=16 

5. Define proper F2–based confidence mask at 
Nside=256 

– This year fsky = 0.93, which is up from 0.87 in 2013 

6. Downgrade mask, and apply to Nside=16 map 
– Range of different F2 thresholds considered; no systematic 

biases or trends found in power spectrum until fsky | 0.97 

 

 

 

Polarized CMB from 70 GHz 

1. Low ell CMB polarization in Planck 
2014 comes from 70 GHz.  

2. Out of eight surveys, we exclude 
from the dataset survey 2 and 4 
because the exhibit unusual B mode 
excess, presumably connected with 
sidelobe contamination. 

3. Templates (30 and 353) are built 
from full mission data. 

4. Working resolution is nside = 16, 
down sampled from high resolution 
through noise weighting. No 
smoothing is applied in polarization 

5. The analysis mask retains 47% of the 
sky. 
 

Stokes Q 

Stokes U 

Preliminary 

UQ

WMAP, Planck 2013, 2015: Gaussian likelihood in map space 

Problem: noise covariance matrix reconstruction accuracy 

M= CMB signal+noise covariance matrix

Methodology  

1. Multivariate Gaussian likelihood in the m=[T,Q,U] maps, with CMB 
signal plus noise covariance matrix M : 

 

 

2. T,Q,U maps are cleaned of foreground emission and residual 
systematics: 

a. In T, Commander multiband CMB solution  

b. In Q,U polarized CMB is provided by Planck 70 GHz, after 
template fitting for polarized synchrotron and dust, based 
on Planck 30 and 353 GHz, and their polarization leakage 
corrections.  

3. &RYHUV�WKH�UDQJH�����ľ ���� 
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The Planck challenge II: low-l data analysis



Use cross-spectra likelihood at large scales
Noise bias removed. Exploit cross dataset informations

Better handling of residual systematics/foregrounds

Two solutions to solve for the non-Gaussianity of the estimator 
distributions at low multipoles

• Analytic approximation of the estimators: works for single-field and small mask 
• Modified Hamimeche&Lewis (2008) likelihood for cross-spectra (oHL)

   Full temperature and polarization analysis

[Mangilli, Plaszczynski, Tristram (MNRAS 483 2015)] 

Anna Mangilli - KISS Workshop - Caltech, 22/03/2018

Cross-spectra analysis at large angular scales



l=[2,20], full temperature and polarization oHL likelihood
MC simulations Planck 100x143 with correlated noise

Mangilli et al. 2015

12 Mangilli, Plaszczynski, Tristram
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Figure 13. 2D-distribution of the maximum likelihood for (⌧-r) and (⌧-As). The plot shows the joint constraints obtained with the full temperature and
polarization oHL likelihood on 2000 simulations of the Planck-100⇥Planck-143 cross-spectra.

best fit for the base⇤CDM parameters with ⌧ = 0.078 and a tensor-
to-scalar ratio of r = 0.1. The multipole range used is, as usual,
` = [2, 20]. The results of the oHL likelihood sampling on simula-
tions are summarized in Fig. 13 that represents the posterior in the
⌧-r plane from the oHL and from which we can see no bias for both
parameters ⌧ and r. As regarding the error bars, the forecasted 1�
error for ⌧ in the case of the highest resolution channels of a Planck-
like experiment is �100⇥143

⌧ = 0.0051. For the tensor-to-scalar ratio
in the multipole range considered, we find �100⇥143

r = 0.09. Note
that in our analysis, we consider a correlated noise model. This
noise characterization, which is more realistic with respect to a sim-
pler white noise modeling, implies a rising of the noise level at low
multipoles due to the 1/ f noise correlations (see Fig. 2). Therefore,
in particular in the case of a low signal scenario, the correlated noise
at large scales can eventually dominate over the cosmic variance in-
ducing a worsening of the constraining power proportional on how
steep is the rising of the correlated noise at low multipoles.

7 CONCLUSIONS

In this paper we presented a new approach for the analysis of the
CMB polarization data at large angular scales. This approach is
based on the extension of a cross-spectra based likelihood at low
multipoles. Using cross-spectra with respect to the auto-spectra
and, in general, to the pixel based approach used so far in the
CMB analysis at large angular scales, has many advantages, in
particular in the case of a realistic CMB experiment that account
for anisotropic noise and a sky cut needed to minimize the fore-
ground contamination. In fact, by using cross-frequency/cross-
dataset CMB spectra, the noise biases and the systematics specific
to a given frequency/dataset are removed. Also, the possible fore-
ground residuals can be minimized and disentangled and the infor-
mation encoded in di↵erent frequencies/datasets can be combined
e�ciently.

In order to solve for the issue that the cross-spectra estimators
are non-Gaussian at low multipoles, we built two di↵erent types of
cross-spectra based likelihoods. The first type relies on the analyti-
cal parametrization of the estimator distribution which can be used
as a quick solution in the case of a single field analysis with small
sky cuts so that correlations can be safely neglected. The second

type (oHL) is a more general likelihood defined from the modi-
fication of the method described in Hamimeche & Lewis (2008)
and based on approximations of the statistic of cross-spectra at low
multipoles. The oHL likelihood can easily handle the correlation
between CMB modes (TT , EE, BB, T E as well as T B and EB)
and between multipoles and gives error bars less than 15% larger
than the optimal pixel-based method.

We generated di↵erent sets of simulations that we used to con-
struct and validate the likelihoods, proving that all the methods are
unbiased and can accurately constrain the cosmological parameters
relevant for the CMB analysis at large angular scales: the optical
depth to reionization parameter, ⌧, the tensor-to-scalar ratio param-
eter, r and the amplitude of the primordial scalar perturbations As.

Our CMB simulations account for anisotropic correlated
noise, beam, mask with the characteristic of a realistic CMB exper-
iment as WMAP and Planck. In order to validate our likelihoods for
di↵erent noise levels, we generated simulations for cross-frequency
spectra with di↵erent resolution, from the lowest, WMAPxPlanck-
70, to highest, i.e. Planck-100xPlanck-143. Optimal foreground
cleaning is beyond the scope of this paper but foreground resid-
uals, in particular synchrotron and dust, must be quantified in a
realistic CMB analysis. In this paper we work with cleaned CMB
maps but we account and propagate the uncertainties related to the
foregrounds removal by using in our simulations realistic estimates
derived from public data. The correlated noise term that we include
in the simulations in fact is drown from real data and can be taken
as a good proxy for a realistic combination of noise, systematics
and foregrounds residuals, in particular at low multipoles.

The cross-spectra likelihood approach presented in this paper
is a powerful and e�cient tool for the analysis of the CMB data at
large angular scales. It allows to minimize the impact of the experi-
mental residual systematics (from both instruments and foreground
contamination) while providing nearly-optimal constraints on the
estimation of the ⌧, r and As cosmological parameters.
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Cross-spectra oHL: τ-r estimation
[Mangilli, Plaszczynski, Tristram (MNRAS 483 2015)] 
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Figure 11. Comparison of the posterior distributions of the ⌧ parameter ob-
tained with the full temperature and polarization oHL likelihood (blue) and
with the pixel-based likelihood (green). The plot shows a typical example
from the Planck-HFI simulation set.

Table 2. Results on the estimation of the ⌧ parameter with the full tempera-
ture and polarization oHL likelihood. The fiducial model used in the simu-
lation is the Planck-2015⇤CDM best fit with ⌧ f id = 0.078. The table shows
the comparison between the estimates obtained with two di↵erent sky cuts:
the small mask with with fsky = 0.8 and a bigger mask with fsky = 0.5.

Cross-spectra �⌧ ( fsky = 0.8) �⌧ ( fsky = 0.5)

WMAP⇥Planck-70 0.0108591 0.0202779

WMAP⇥Planck-100 0.00753973 0.0121223

WMAP⇥Planck-143 0.00765798 0.011630

Planck-70⇥Planck-100 0.00701422 0.0105036

Planck-70⇥Planck-143 0.00688065 0.0100763

Planck-100⇥Planck-143 0.00506447 0.00687650

timal. Note however that the error bars obtained with the oHL like-
lihood are comparable with the optimal estimate obtained by using
the pixel-based approach at better than 15%.

Finally, we use the combined oHL likelihood to test the re-
sults with a di↵erent sky cut, as we want to ensure the unbiased-
ness of the oHL method in the case of a larger mask. As shown in
table 2 and in the right panel of Fig. 10 the oHL likelihood analy-
sis performed applying a bigger mask with fsky = 0.5 (50% of the
sky) gives unbiased results. As expected, since we are considering a
smaller sky fraction and non-negligible multipole correlations, we
recover bigger error bars with respect to the fsky = 0.8 analysis,
with a degradation of ' 30% for the Planck-100⇥Planck-143.

6.2 Joint estimation of ⌧, r and As

The main interest of the full combined analysis relies on the pos-
sibility of joint estimates of parameters. Of particular interest for
the CMB analysis at low-` are the joint estimates of the ⌧, r and
As parameters. To this purpose we tested on simulations two com-
binations, relevant for the future analysis of CMB data at large an-
gular scales from e.g. Planck: the ⌧ � r joint estimation and the
⌧-As joint estimation. In both cases we perform the full analysis by
using the simulations of the Planck-100⇥Planck-143spectra since
this corresponds to the most interesting frequencies combination
with the lowest noise and it can be used to make realistic forecasts

Table 3. Results of the joint constraints for ⌧-r and ⌧-ln(1010As) obtained
with the full temperature and polarization oHL likelihood. As usual the
fiducial model used in the simulations is the ⇤CDM Planck-2015 best fit
with ⌧ f id = 0.078 and ln(1010(As) f id) = 3.09. For r the fiducial value is
r f id = 0.1.

⌧ � r

⌧best f it �⌧ rbest f it �r

0.0772727 0.00492517 0.0971194 0.0814614

⌧ � ln(1010As)

⌧best f it �⌧ (ln(1010As))best f it �(ln(1010As))

0.0775020 0.00501646 3.08478 0.0757020

for current and future CMB experiments. We consider a sky cut
with fsky = 0.8.

6.2.1 Joint estimation of ⌧ and r

As shown in Fig. 2, since the amplitude of the reionization bump
in the B-modes spectrum depends on how the reionization process
proceeded and lasted, the B-modes spectrum at low-` depends on
the ⌧ parameter. In particular, the amplitude of the B-modes spec-
trum at the reionization bump scales with ⌧2: CBB

`<20(⌧) / ⌧2CBB
`<20.

As the amplitude of the B-modes spectrum of course also depends
on the amount of the primordial tensor perturbations, there is a de-
generacy between the ⌧ and r parameters. We compute the joint
⌧ � r constraints with the full oHL likelihood on 2000 simulations
of the Planck-100⇥Planck-143cross-spectra with an input cosmol-
ogy corresponding to the Planck -2015 best fit for the base ⇤CDM
parameters with ⌧ f iducial = 0.078 and a fiducial tensor-to-scalar ratio
of: r f iducial = 0.1. The multipole range used is, as usual, ` = [2, 20]

The results of the oHL likelihood sampling on the whole set
of simulations are summarized in Table 3 and Fig. 12 that repre-
sents the projection in the ⌧� r of the oHL posterior, from which is
clear that we obtain unbiased estimates for both parameters ⌧ and
r. As regarding the error bars, the forecasted 1�� error for ⌧ in the
case of the highest resolution channels of a Planck-like experiment
is �100⇥143

⌧ = 0.0049. Note however that, for the multipole range
considered, we find �100⇥143

r = 0.09, meaning that the constraining
power for the tensor-to-scalar ratio from the reionization bump only
is somewhat worst than previous forecasts for a Planck-like exper-
iment (e.g. (Efstathiou & Gratton 2009)). This can be explained
by the fact that we work in a lower reionization scenario with re-
spect to the previous analysis, implying a suppression of ' a factor
of two in the amplitude of the reionization bump in the B-modes
spectrum. Also, more importantly, in our simulations we consider a
correlated noise model. This noise characterization, which is more
realistic with respect to the simpler white noise modeling used in
previous analysis, implies a rising of the noise level at low multi-
poles due to the 1/ f noise correlations (see Fig. 2). Therefore, in
particular in the case of a low signal scenario, the correlated noise
at large scales can eventually dominate over the cosmic variance in-
ducing a worsening of the constraining power proportional on how
steep is the rising of the correlated noise at low multipoles.

6.2.2 Joint estimation of ⌧ and As

Finally we want to quantify the impact on the ⌧ constraints obtained
so far of the joint analysis of ⌧ and the amplitude of the primordial
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Combination of low-l HFI with:

1. +Planck TT/lensing (2015) 

2. +Very High-l ground-based 
experiments (ACT & SPT)
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�z = 0.5), for the various data combinations are:

⌧ = 0.053+0.014
�0.016 , lollipop

5 ; (4)

⌧ = 0.058+0.012
�0.012 , lollipop+PlanckTT ; (5)

⌧ = 0.058+0.011
�0.012 , lollipop+PlanckTT+lensing ; (6)

⌧ = 0.054+0.012
�0.013 , lollipop+PlanckTT+VHL . (7)

We can see an improvement of the posterior width when adding
temperature anisotropy data to the lollipop likelihood. This
comes from the fact that the temperature anisotropies help to fix
other ⇤CDM parameters, in particular the normalization of the
initial power spectrum As, and its spectral index, ns. CMB lens-
ing also helps to reduce the degeneracy with As, while getting
rid of the tension with the phenomenological lensing parameter
AL when using PlanckTT only (see Planck Collaboration XIII
2016), even if the impact on the error bars is small. Comparing
the posteriors in Fig. 6 with the constraints from PlanckTT alone
(see figure 45 in Planck Collaboration XI 2016) shows that in-
deed, the polarization likelihood is su�ciently powerful that it
breaks the degeneracy between ns and ⌧. The impact on other
⇤CDM parameters is small, typically below 0.3� (as shown
more explicitly in Appendix B). The largest changes are for
⌧ and As, where the lollipop likelihood dominates the con-
straint. The parameter �8 shifts towards slightly smaller val-
ues by about 1�. This is in the right direction to help resolve
some of the tension with cluster abundances and weak galaxy
lensing measurements, discussed in Planck Collaboration XX
(2014) and Planck Collaboration XIII (2016); however, some
tension still remains.

Combining with VHL data gives compatible results, with
consistent error bars. The slight shift toward lower ⌧ value (by
0.3�) is related to the fact that the PlanckTT likelihood alone
pushes towards higher ⌧ values (see Planck Collaboration XIII
2016), while the addition of VHL data helps to some extent in
reducing the tension on ⌧ between high-` and low-` polarization.

Fig. 5. Posterior distribution for ⌧ from the various combinations
of Planck data. The grey band shows the lower limit on ⌧ from
the Gunn-Peterson e↵ect.

As mentioned earlier, astrophysics constraints from mea-
surements of the Gunn-Peterson e↵ect provide strong evidence

5In this case only, other⇤CDM parameters are held fixed, including
As exp (�2⌧).

Fig. 6. Constraints on ⌧, As, ns, and �8 for the ⇤CDM cosmol-
ogy from PlanckTT, showing the impact of replacing the lowP
likelihood from Planck 2015 release with the new lollipop
likelihood. The top panels show results without lensing, while
the bottom panels are with lensing.

that the IGM was highly ionized by a redshift of z ' 6. This
places a lower limit on the optical depth (using Eq. 1), which
in the case of instantaneous reionization in the standard ⇤CDM
cosmology corresponds to ⌧ = 0.038.

4.2. Kinetic Sunyaev-Zeldovich effect

The Thomson scattering of CMB photons o↵ ionized elec-
trons induces secondary anisotropies at di↵erent stages of the
reionization process. In particular, we are interested here in
the e↵ect of photons scattering o↵ electrons moving with bulk
velocity, which is called the “kinetic Sunyaev Zeldovich” or
kSZ e↵ect. It is common to distinguish between the “homoge-
neous” kSZ e↵ect, arising when the reionization is complete
(e.g., Ostriker & Vishniac 1986), and “patchy” (or inhomoge-
neous) reionization (e.g., Aghanim et al. 1996), which arises
during the process of reionization, from the proper motion of
ionized bubbles around emitting sources. These two compo-
nents can be described by their power spectra, which can be
computed analytically or derived from numerical simulations. In
Planck Collaboration XI (2016), we used a kSZ template based
on homogeneous simulations, as described in Trac et al. (2011).

In the following, we assume that the kSZ power spectrum is
given by

DkSZ
` = Dh�kSZ

` +Dp�kSZ
` , (8)

whereD` = `(` + 1)C`/2⇡ and the superscripts “h-kSZ” and “p-
kSZ” stand for “homogeneous” and “patchy” reionization, re-
spectively. For the homogeneous reionization, we use the kSZ
template power spectrum given by Shaw et al. (2012) calibrated
with a simulation that includes the e↵ects of cooling and star-
formation (which we label “CSF”). For the patchy reionization
kSZ e↵ect we use the fiducial model of Battaglia et al. (2013).

In the range ` = 1000–7000, the shape of the kSZ power
spectrum is relatively flat and does not vary much with the de-
tailed reionization history. The relative contributions (specifi-
cally “CSF” and “patchy”) to the kSZ power spectrum are shown
in Fig 7 and compared to the “homogeneous” template used in
Planck Collaboration XI (2016), rescaled to unity at ` = 3000.
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ABSTRACT

We investigate constraints on cosmic reionization extracted from the Planck cosmic microwave background (CMB) data. We combine the Planck
CMB anisotropy data in temperature with the low-multipole polarization data to fit ⇤CDM models with various parameterizations of the reioniza-
tion history. We obtain a Thomson optical depth ⌧ = 0.058 ± 0.012 for the commonly adopted instantaneous reionization model. This confirms,
with data solely from CMB anisotropies, the low value suggested by combining Planck 2015 results with other data sets and also reduces the
uncertainties. We reconstruct the history of the ionization fraction using either a symmetric or an asymmetric model for the transition between the
neutral and ionized phases. To determine better constraints on the duration of the reionization process, we also make use of measurements of the
amplitude of the kinetic Sunyaev-Zeldovich (kSZ) e↵ect using additional information from the high resolution Atacama Cosmology Telescope
and South Pole Telescope experiments. The average redshift at which reionization occurs is found to lie between z = 7.8 and 8.8, depending on
the model of reionization adopted. Using kSZ constraints and a redshift-symmetric reionization model, we find an upper limit to the width of the
reionization period of �z < 2.8. In all cases, we find that the Universe is ionized at less than the 10 % level at redshifts above z ' 10. This suggests
that an early onset of reionization is strongly disfavoured by the Planck data. We show that this result also reduces the tension between CMB-based
analyses and constraints from other astrophysical sources.

Key words. Cosmology – cosmic background radiation – Polarization – dark ages, reionization, first stars

1. Introduction

The process of cosmological recombination happened around
redshift z ' 1100, after which the ionized fraction fell precipi-
tously (Peebles 1968; Zel’dovich et al. 1969; Seager et al. 2000)
and the Universe became mostly neutral. However, observations
of the Gunn-Peterson e↵ect (Gunn & Peterson 1965) in quasar
spectra (Becker et al. 2001; Fan et al. 2006b; Venemans et al.
2013; Becker et al. 2015) indicate that intergalactic gas had be-
come almost fully reionized by redshift z ' 6. Reionization is

⇤Corresponding authors:
M. Tristram tristram@lal.in2p3.fr,
M. Douspis marian.douspis@ias.u-psud.fr

thus the second major change in the ionization state of hydrogen
in the Universe. Details of the transition from the neutral to ion-
ized Universe are still the subject of intense investigations (for a
recent review, see the book by Mesinger 2016). In the currently
conventional picture, early galaxies reionize hydrogen progres-
sively throughout the entire Universe between z ' 12 and z ' 6,
while quasars take over to reionize helium from z ' 6 to ' 2.
But many questions remain. When did the epoch of reionization
(EoR) start, and how long did it last? Are early galaxies enough
to reionize the entire Universe or is another source required? We
try to shed light on these questions using the traces left by the
EoR in the cosmic microwave background (CMB) anisotropies.

1

ar
X

iv
:1

60
5.

03
50

7v
2 

 [a
str

o-
ph

.C
O

]  
23

 M
ay

 2
01

6

Cross-spectra likelihood oHL used for the E-modes analysis at large scales 



Cross-spectra based likelihood : 
- powerful and effective statistical method for analyzing low-ell polarisation data
- (slightly) suboptimal but mitigate systematics (no bias on cosmological parameters)

Power Spectra Estimators:
• Pseudo-Cl (PCL) as Xpol [Tristram et al. 2005], Spice [Hivon et al. 2002] 

Main issue: Incomplete sky coverage E->B leakage
“pure” methods as e.g. Xpure [Grain, Tristram, Stompor 2009]

• Quasi Maximum Likelihood : cfr e.g., Gorski 1994, Tegmark 1996; Bond et al. 1998; 
Efstathiou 2004, 2006

High accuracy needed for future high sensitivity experiments

Conclusion
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