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Tropics Dominate Land Sink 
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No individual ocean basin is inferred to
contribute predominantly to the global ocean
flux anomaly, although both the Southern
Ocean (south of 50°S) and the equatorial zone
exhibit relatively larger flux anomalies. The
Equatorial Pacific (20°S to 20°N) is known to
exhibit year-to-year variations in the air-sea
CO2 fluxes, as shown by repeated surveys (17–
20) of measured !pCO2. The year-to-year vari-
ations found in our inversions are in good
agreement with the ocean flux anomalies de-
rived from !pCO2 measurements (17–20). Both
approaches estimate an anomalous CO2 sink of
0.1 to 0.5 GtC year"1 during the strong El Niño
events of 1982–1983, 1986–1987, and 1997–
1998, and an anomalous source of the same
amplitude during the La Niña event of 1988–
1989. The agreement in this region may be
partially due to the relatively dense observation-
al network in the atmosphere, with 20% of the
flask data (Fig. 1), and in the ocean with the
dense !pCO2 coverage (17–20).

Our inversions also compare favorably with
the ocean carbon model of (21) for the ampli-

tude of the year-to-year variations both in the
Equatorial Pacific (Fig. 3A) and in the Southern
Ocean [not shown, see (22)]. However, some
phasing differences remain between the two
approaches. Outside the Equatorial Pacific and
Southern Ocean, the inversions and the ocean
carbon model disagree: The inversions give
much larger variations than the ocean model
(#0.4 versus #0.1 GtC year"1). The few basin
scale observations do not justify a preference of
one estimate over the other. The ocean model
could underestimate variability because it does
not include continental margins, and because it
underestimates the variability in ocean dynam-
ics at high latitudes (21). On the other hand, the
inversions could overestimate variability be-
cause the low density of the atmospheric sta-
tions makes it difficult to draw a precise line
between land and ocean, leaving the possibility
that some of the land variability has been attrib-
uted to the oceans.

During the 1980s, tropical land regions are
found to contribute more anomalous changes to
the global carbon balance than mid- and high-

latitude ecosystems, whereas the converse is
true for the period 1990–1995. During the pe-
riod 1996–1998, tropical and Northern Hemi-
sphere land ecosystems contribute equally to
the total flux anomaly (13). Observed changes
in the CO2 growth rate partly illustrate that
result. For the periods 1980–1985, 1989–1991,
and 1995, growth rate anomalies start in the
tropics and propagate toward high latitudes
within a few months. During the period 1992–
1993, a negative growth rate anomaly initiates
at mid-northern latitudes and then propagates
toward the Equator (13).

In the 1980s, tropical land regions predom-
inantly influence the carbon flux anomalies in
all eight inversions performed (Fig. 3A), except
during 1984–1985. An anomalous source is
inferred during El Niño years in 1987–1988 and
1998, whereas an anomalous sink occurs during
1982, 1985–1986, and 1989–1993. A strong El
Niño occurred in 1982–1983, for which the
inversions produce only a relatively small pos-
itive flux anomaly over tropical land regions
(Fig. 3B). This may reflect the low station

Fig. 2 (left). Inferred anomalous changes in the global land (A) and ocean
(B) carbon fluxes. Black lines are the average of the eight inversions.
Shaded areas represent the range of values obtained from the eight
sensitivity inversions. For each inversion, we calculated monthly flux
anomalies by subtracting the long-term mean flux over the period
1980–1998, and then used a 12-month running mean to deseasonalize
the anomalous flux. Fig. 3 (right). Carbon balance anomalies of
tropical regions. Black lines are the average of the eight inversions.
Shaded areas represent the range of values obtained from the eight
sensitivity inversions. Thick arrows indicate strong El Niño events docu-
mented by minima in the Southern Oscillation Index. Thin arrows
indicate weak El Niño conditions. (A) Equatorial Pacific region, 20°S to
20°N. The (deseasonalized) flux anomalies derived by the inversion are
compared to those predicted by one global three-dimensional ocean

carbon model (blue line) that computes changes in ocean circulation and
in marine biology (21), as well as to those estimated on the basis of !pCO2
measurements compiled in (17–20) (blue squares). Uncertainties in the flux
estimates (rightmost blue squares) are composed of the seasonal variations
of pCO2 in water, wind speed variability, and wind speed dependence of gas
exchange (18). Oceanic flux anomalies from the model of (21) are averaged
over the same regions as the inversion. !pCO2-based flux anomalies are
extrapolated to different surfaces of the equatorial Pacific Ocean as de-
scribed in (17–20). (B) Tropical land regions, 20°S to 20°N. The deseason-
alized flux anomalies derived by the inversion are compared to those
predicted by a global biogeochemical model of the terrestrial biosphere
[green line, see (23)] averaged over the same regions as the inversion. Note
that land use–induced and disturbance-induced carbon flux anomalies are
not included in the biogeochemical model.
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No individual ocean basin is inferred to
contribute predominantly to the global ocean
flux anomaly, although both the Southern
Ocean (south of 50°S) and the equatorial zone
exhibit relatively larger flux anomalies. The
Equatorial Pacific (20°S to 20°N) is known to
exhibit year-to-year variations in the air-sea
CO2 fluxes, as shown by repeated surveys (17–
20) of measured !pCO2. The year-to-year vari-
ations found in our inversions are in good
agreement with the ocean flux anomalies de-
rived from !pCO2 measurements (17–20). Both
approaches estimate an anomalous CO2 sink of
0.1 to 0.5 GtC year"1 during the strong El Niño
events of 1982–1983, 1986–1987, and 1997–
1998, and an anomalous source of the same
amplitude during the La Niña event of 1988–
1989. The agreement in this region may be
partially due to the relatively dense observation-
al network in the atmosphere, with 20% of the
flask data (Fig. 1), and in the ocean with the
dense !pCO2 coverage (17–20).

Our inversions also compare favorably with
the ocean carbon model of (21) for the ampli-

tude of the year-to-year variations both in the
Equatorial Pacific (Fig. 3A) and in the Southern
Ocean [not shown, see (22)]. However, some
phasing differences remain between the two
approaches. Outside the Equatorial Pacific and
Southern Ocean, the inversions and the ocean
carbon model disagree: The inversions give
much larger variations than the ocean model
(#0.4 versus #0.1 GtC year"1). The few basin
scale observations do not justify a preference of
one estimate over the other. The ocean model
could underestimate variability because it does
not include continental margins, and because it
underestimates the variability in ocean dynam-
ics at high latitudes (21). On the other hand, the
inversions could overestimate variability be-
cause the low density of the atmospheric sta-
tions makes it difficult to draw a precise line
between land and ocean, leaving the possibility
that some of the land variability has been attrib-
uted to the oceans.

During the 1980s, tropical land regions are
found to contribute more anomalous changes to
the global carbon balance than mid- and high-

latitude ecosystems, whereas the converse is
true for the period 1990–1995. During the pe-
riod 1996–1998, tropical and Northern Hemi-
sphere land ecosystems contribute equally to
the total flux anomaly (13). Observed changes
in the CO2 growth rate partly illustrate that
result. For the periods 1980–1985, 1989–1991,
and 1995, growth rate anomalies start in the
tropics and propagate toward high latitudes
within a few months. During the period 1992–
1993, a negative growth rate anomaly initiates
at mid-northern latitudes and then propagates
toward the Equator (13).

In the 1980s, tropical land regions predom-
inantly influence the carbon flux anomalies in
all eight inversions performed (Fig. 3A), except
during 1984–1985. An anomalous source is
inferred during El Niño years in 1987–1988 and
1998, whereas an anomalous sink occurs during
1982, 1985–1986, and 1989–1993. A strong El
Niño occurred in 1982–1983, for which the
inversions produce only a relatively small pos-
itive flux anomaly over tropical land regions
(Fig. 3B). This may reflect the low station

Fig. 2 (left). Inferred anomalous changes in the global land (A) and ocean
(B) carbon fluxes. Black lines are the average of the eight inversions.
Shaded areas represent the range of values obtained from the eight
sensitivity inversions. For each inversion, we calculated monthly flux
anomalies by subtracting the long-term mean flux over the period
1980–1998, and then used a 12-month running mean to deseasonalize
the anomalous flux. Fig. 3 (right). Carbon balance anomalies of
tropical regions. Black lines are the average of the eight inversions.
Shaded areas represent the range of values obtained from the eight
sensitivity inversions. Thick arrows indicate strong El Niño events docu-
mented by minima in the Southern Oscillation Index. Thin arrows
indicate weak El Niño conditions. (A) Equatorial Pacific region, 20°S to
20°N. The (deseasonalized) flux anomalies derived by the inversion are
compared to those predicted by one global three-dimensional ocean

carbon model (blue line) that computes changes in ocean circulation and
in marine biology (21), as well as to those estimated on the basis of !pCO2
measurements compiled in (17–20) (blue squares). Uncertainties in the flux
estimates (rightmost blue squares) are composed of the seasonal variations
of pCO2 in water, wind speed variability, and wind speed dependence of gas
exchange (18). Oceanic flux anomalies from the model of (21) are averaged
over the same regions as the inversion. !pCO2-based flux anomalies are
extrapolated to different surfaces of the equatorial Pacific Ocean as de-
scribed in (17–20). (B) Tropical land regions, 20°S to 20°N. The deseason-
alized flux anomalies derived by the inversion are compared to those
predicted by a global biogeochemical model of the terrestrial biosphere
[green line, see (23)] averaged over the same regions as the inversion. Note
that land use–induced and disturbance-induced carbon flux anomalies are
not included in the biogeochemical model.
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Bousquet et al. [2000] 
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•  Observed constraint on land 
fluxes 

•  Turn to models for process 
attribution 



Sensitivity to Climate Unknown 



Model Partitioning of GPP/RE 

UMD) simulate a sink/source transition for the land
carbon flux. The source arising in the UMD simulation
is mainly due to the fact that this model already simu-
lates a very weak land carbon uptake in the uncoupled

simulation (uptake of 0.3 GtC yr!1 for the 1990s and 1
GtC yr!1 by 2100). These two models are also the ones
that simulate the larger atmospheric CO2 concentration
by 2100, as the land is a source of CO2 at that time. This

FIG. 1. (a) Atmospheric CO2 for the coupled simulations (ppm) as simulated by the HadCM3LC (solid black),
IPSL-CM2C (solid red), IPSL-CM4-LOOP (solid yellow), CSM-1 (solid green), MPI (solid dark blue), LLNL
(solid light blue), FRCGC (solid purple), UMD (dash black), UVic-2.7 (dash red), CLIMBER (dash green), and
BERN-CC (dash blue). (b) Atmospheric CO2 difference between the coupled and uncoupled simulations (ppm).
(c) Land carbon fluxes for the coupled runs (GtC yr!1). (d) Differences between coupled and uncoupled land
carbon fluxes (GtC yr!1). (e), (f) Same as (c), (d), respectively, for the ocean carbon fluxes.
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tions of soil carbon turnover, ranging from single-pool
models (HadCM3LC) to nine-pool models (CSM-1).
However, all of the models assume an acceleration of
decay with temperature. This is often characterized
through the parameter Q10, the increase of the specific
respiration rate for every 10-K increase in surface (or
soil) temperature. Q10 is set to 2 for most models, how-
ever MPI has a Q10 of 1.5, and UMD has Q10 ranging
from 1.1 for the slow soil carbon pool to 2.2 for the fast
turnover soil carbon pool.

The overall sensitivity of land carbon storage to cli-
mate is quantified in terms of !L. The difference in
carbon uptake between the coupled and the uncoupled
simulations is the combination of different climate, but
also different atmospheric CO2 [Eqs. (2) and (4)]. We
isolate the “climate alone” impact on land carbon up-
take as "CL

clim # ("CL
c $ "CL

u ) – %L ("CA
c $ "CA

u ),
where the first term is the change in land carbon uptake
between the coupled and uncoupled run [Eqs. (2) mi-
nus (4)], and the second term accounts for the differ-
ence in atmospheric CO2 between the coupled and the
uncoupled runs. The ! factor for the land is then de-
fined as: !L # "CL

clim/"Tc. Figure 2e shows "CL
clim as a

function of "Tc for each model. Although this change
in land carbon storage is negative for all models, it
ranges from less than 100 GtC (CSM-1 and IPSL-CM4-
LOOP) to about 800 GtC for a 4°C warming in the
HadCM3LC simulation (!L # –177 GtC K$1). How-
ever, seven of the eleven models lie in the range –40 to
–105 GtC K$1. The strong negative impact of climate
change on land carbon storage in the HadCM3LC
model is the primary reason for its large positive cli-
mate–carbon cycle feedback (Friedlingstein et al. 2003).
Also, this reduction of NEP with climate change occurs
at all latitudes for HadCM3LC, whereas other models
show compensation between NEP reduction in the

Tropics and NEP increase in the mid- or high latitudes.
A number of studies have considered this higher than
the average sensitivity of HadCM3LC, including the
marked drying under climate change in the Amazon
basin (Cox et al. 2004), the choice of Q10 # 2 for soil
respiration (Jones et al. 2003b), the use of a single-pool
soil carbon model (Jones et al. 2004), and the param-
eterization of plant respiration (Huntingford et al.
2004). In each case the characteristics of the Hadley
Centre model appear to encourage a larger !L, but no
single assumption accounts completely for the large
sensitivity.

Since carbon uptake is the difference between NPP
and heterotrophic respiration, we separately analyze
the response of these two terms to climate. Similarly to
the correction for NEP described above, we correct the
changes in NPP in order to isolate the impact of climate
change. It is clear from Fig. 3b that there is no model
consensus on the global NPP response to climate
change. Two models (FRCGC and CLIMBER) simu-
late an increase in NPP, five models simulate very little
change (less than 10% of initial NPP), and four models
(MPI, UVic-2.7, IPSL-CM2C, and HadCM3LC) show
large decrease of NPP with climate (as large as 6 GtC
°C$1 for HadCM3LC). A recent sensitivity study by
Matthews et al. (2005b) using the UVic-2.7 model
found that the carbon cycle–climate feedback is indeed
highly sensitive to the response of NPP to climate
changes, suggesting that part of the range of feedbacks
among the models represented here can be attributed
to the range of NPP response to climate change.

It is important to point out that these are the global
sensitivities, and they may reflect a large variability at
the regional level that is hidden here. Indeed, there is a
fairly good agreement across the models in the high
latitudes where almost all models simulate a climate-

FIG. 3. (a) Simulated NPP sensitivity to atmospheric CO2 (uncoupled run). (b) Simulated NPP sensitivity to
climate (coupled run $ uncoupled run). (c) Simulated soil carbon turnover time sensitivity to climate (coupled run
$ uncoupled run). Color code is the same as in Fig. 1.
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•  Agree on CO2 fertilization 
•  Disagree on NPP response to 

temperature and moisture 
•  Disagree on RE, or turnover 

time from dead plant matter 
to respired CO2 



•  What is partitioning of land flux into GPP 
and RE? 

•  What is response to environment? 
–  GPP -> CO2 fertilization, N deposition, 

Hydrologic Cycle 
–  RE -> Temperature, Moisture (Canopy and Soil) 

•  What is the phase relationship between GPP 
& RE? 

Source/Sink Controls 
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•  What is the spatial distribution of  
–  Phase Lag?  
–  Amplitude Difference? 

•  Is the phase shorter in tropics because fast 
turnover time? 

•  Is the phase longer in boreal regions because 
slow turnover time? 

•  What is the role of stand age vs environment 
–  Long term increase in RE due to climate (e.g.,  

rising temp) or increasing carbon input?  

Questions 



CO2 Flux 

•  Estimate: 4x5, 
monthly, 2010 

•  Numerics: 4DVAR 
•  Transport: GEOS-

CHEM 
•  Observations: 

Column CO2 from 
GOSAT 



GPP 

varies widely across biomes [Turner et al., 2003] and
depends on uncertain variables such as nutrient and water
availability.
[4] As previously demonstrated [Frankenberg et al.,

2011; Joiner et al., 2011], the fluorescence signal can be
measured from space using high resolution spectra covering
Fraunhofer lines (narrow absorption features in the solar
spectrum) in the 660–800 nm range. By measuring the
fractional depth of these lines, Fs can be accurately estimated,
independent of scattering and albedo effects [Frankenberg
et al., 2011]. For the retrieval of steady‐state solar induced
chlorophyll fluorescence, we use radiance spectra measured
in the red spectral range between 756–759 nm and also
770.5–774.5 nm, recorded by the TANSO Fourier Trans-
form Spectrometer (FTS) on board the Japanese GOSAT
satellite [Hamazaki et al., 2005; Kuze et al., 2009], which
was launched on 23 January 2009 into a sun‐synchronous
orbit with a local overpass time of 13:00. ≈10000 soundings
with 82 km2 circular spatial footprints are recorded daily,
repeating a regularly spaced global footprint grid every
3 days.We retrieved the solar‐ induced fluorescence signal Fs
using an iterative least squares fitting technique. A unique
and critical step in our data processing is the correction of an
observed zero‐level offset in acquired GOSAT O2 A‐band
spectra. Without correction, the offset strongly biases Fs
because its impact on Fraunhofer line depth is indistin-
guishable from fluorescence [Frankenberg et al., 2011]. The
bias in Fs, which can be higher than 100%, is positively
correlated with radiance levels in the O2 A‐band. Therefore,
the bias is large at low solar zenith angles and over bright
surfaces (e.g., over tropical forest, ice and snow), in turn
strongly impacting previous [Joiner et al., 2011] analyses of
GOSAT data.
[5] After correction, the annual average of Fs clearly

reveals the contrast between highly active vegetation and
barren or snow‐covered surfaces (Figure 1a). Fluorescence
maxima appear over tropical evergreen forests as well as the
eastern United States followed by Asia and central Europe.
Overall, the global map of chlorophyll fluorescence also

captures many small‐scale features such as enhanced signal
in southeastern Australia or the comparatively low values of
the Iberian Peninsula. The temporal evolution of fluores-
cence is of particular interest because the seasonal variation
of atmospheric carbon dioxide is dominated by the sea-
sonality of GPP and respiration. We observe a pronounced
seasonal cycle in the northern hemisphere as well as sea-
sonal shifts in the location of maximum fluorescence in the
tropics (Figure 1b). The southern hemisphere, conversely,
exhibits a far smaller seasonal variability.
[6] Currently, the large footprint size, high single‐

measurement noise as well as the sparse and infrequent
spatial sampling of the GOSAT FTS only provides a coarse
global picture after substantial averaging, which impedes
both ground‐based validation as well as regional studies.
Hence, we rely on model or other remotely sensed data for
comparison on the global scale. As a benchmark, we com-
pare against the MPI‐BGC GPP model product [Beer et al.,
2010; Jung et al., 2011] because it is derived from direct
eddy‐covariance flux tower measurements of GPP and is
thus considered close to the truth where the flux tower
density is high. We also use MODIS‐derived GPP, as well
as NDVI, EVI and LAI indices, because these products have
been widely used as a proxy for GPP [Myneni et al., 2007;
Zhao and Running, 2010]. Additionally, we compare against
the CASA GPP monthly climatology model [van der Werf
et al., 2003]. For the comparison with GPP, we convert the
measured instantaneous fluorescence to daily averages (see
auxiliary material), denoted by FS , as GPP is an integrated
measure of carbon fluxes per day.1 When comparing with
vegetation indices, we ratio Fs by normalized down‐welling
PAR (approximated by the cosine of the solar zenith angle
(SZA) at the time of measurement).
[7] On the annual average, we find a strong linear spatial

correlation between FS with model‐based GPP, most
notably with MPI‐BGC (r2 = 0.81) followed by MODIS

Figure 1. (a) Annual average (June 2009 through May 2010) of retrieved chlorophyll‐a fluorescence at 755 nm on a
2° × 2° grid. Only grid‐boxes with more than 15 soundings constituting the average are displayed. (b) Latitudinal monthly
averages of chlorophyll fluorescence from June 2009 through end of August 2010.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011GL048738..

FRANKENBERG ET AL.: CHLOROPHYLL FLUORESCENCE FROM SPACE L17706L17706
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depends on uncertain variables such as nutrient and water
availability.
[4] As previously demonstrated [Frankenberg et al.,

2011; Joiner et al., 2011], the fluorescence signal can be
measured from space using high resolution spectra covering
Fraunhofer lines (narrow absorption features in the solar
spectrum) in the 660–800 nm range. By measuring the
fractional depth of these lines, Fs can be accurately estimated,
independent of scattering and albedo effects [Frankenberg
et al., 2011]. For the retrieval of steady‐state solar induced
chlorophyll fluorescence, we use radiance spectra measured
in the red spectral range between 756–759 nm and also
770.5–774.5 nm, recorded by the TANSO Fourier Trans-
form Spectrometer (FTS) on board the Japanese GOSAT
satellite [Hamazaki et al., 2005; Kuze et al., 2009], which
was launched on 23 January 2009 into a sun‐synchronous
orbit with a local overpass time of 13:00. ≈10000 soundings
with 82 km2 circular spatial footprints are recorded daily,
repeating a regularly spaced global footprint grid every
3 days.We retrieved the solar‐ induced fluorescence signal Fs
using an iterative least squares fitting technique. A unique
and critical step in our data processing is the correction of an
observed zero‐level offset in acquired GOSAT O2 A‐band
spectra. Without correction, the offset strongly biases Fs
because its impact on Fraunhofer line depth is indistin-
guishable from fluorescence [Frankenberg et al., 2011]. The
bias in Fs, which can be higher than 100%, is positively
correlated with radiance levels in the O2 A‐band. Therefore,
the bias is large at low solar zenith angles and over bright
surfaces (e.g., over tropical forest, ice and snow), in turn
strongly impacting previous [Joiner et al., 2011] analyses of
GOSAT data.
[5] After correction, the annual average of Fs clearly

reveals the contrast between highly active vegetation and
barren or snow‐covered surfaces (Figure 1a). Fluorescence
maxima appear over tropical evergreen forests as well as the
eastern United States followed by Asia and central Europe.
Overall, the global map of chlorophyll fluorescence also

captures many small‐scale features such as enhanced signal
in southeastern Australia or the comparatively low values of
the Iberian Peninsula. The temporal evolution of fluores-
cence is of particular interest because the seasonal variation
of atmospheric carbon dioxide is dominated by the sea-
sonality of GPP and respiration. We observe a pronounced
seasonal cycle in the northern hemisphere as well as sea-
sonal shifts in the location of maximum fluorescence in the
tropics (Figure 1b). The southern hemisphere, conversely,
exhibits a far smaller seasonal variability.
[6] Currently, the large footprint size, high single‐

measurement noise as well as the sparse and infrequent
spatial sampling of the GOSAT FTS only provides a coarse
global picture after substantial averaging, which impedes
both ground‐based validation as well as regional studies.
Hence, we rely on model or other remotely sensed data for
comparison on the global scale. As a benchmark, we com-
pare against the MPI‐BGC GPP model product [Beer et al.,
2010; Jung et al., 2011] because it is derived from direct
eddy‐covariance flux tower measurements of GPP and is
thus considered close to the truth where the flux tower
density is high. We also use MODIS‐derived GPP, as well
as NDVI, EVI and LAI indices, because these products have
been widely used as a proxy for GPP [Myneni et al., 2007;
Zhao and Running, 2010]. Additionally, we compare against
the CASA GPP monthly climatology model [van der Werf
et al., 2003]. For the comparison with GPP, we convert the
measured instantaneous fluorescence to daily averages (see
auxiliary material), denoted by FS , as GPP is an integrated
measure of carbon fluxes per day.1 When comparing with
vegetation indices, we ratio Fs by normalized down‐welling
PAR (approximated by the cosine of the solar zenith angle
(SZA) at the time of measurement).
[7] On the annual average, we find a strong linear spatial

correlation between FS with model‐based GPP, most
notably with MPI‐BGC (r2 = 0.81) followed by MODIS

Figure 1. (a) Annual average (June 2009 through May 2010) of retrieved chlorophyll‐a fluorescence at 755 nm on a
2° × 2° grid. Only grid‐boxes with more than 15 soundings constituting the average are displayed. (b) Latitudinal monthly
averages of chlorophyll fluorescence from June 2009 through end of August 2010.
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GPP (r2 = 0.74), but significantly worse correlations against
the other MODIS vegetation index products (r2 = 0.47–0.63)
and the CASA model (r2 = 0.52) (Figure 2). Two biome
types caused most of the differences in the comparisons:
needleleaf forest for MPI‐ BGC and MODIS, and evergreen
broadleaf forest for CASA. The MODIS greenness indices
showed saturation at high values, particularly in high
northern latitude needleleaf forests; this may be attributed to

problems with using greenness as an indicator for photo-
synthetic activity. This becomes evident in the correlation of
vegetation indices with Fs, where the relationship appears
curvilinear and needleleaf forests deviate most strongly
regarding all indices, especially at low temperatures
(Figure 2). Calculation of GPP from vegetation indices thus
requires ancillary information, which can add further
uncertainties. It is important to note that the chlorophyll

Figure 2. (top) Scatter‐plot of 4° × 4° grid cell averages of fluorescence (FS) vs. GPP model estimates (small dots color‐
coded by latitude, only grid boxes over vegetated areas and with a 1‐s precision error in FS of <0.04 Wm−2 m m−1 sr−1 are
shown). The linear regression line in all panels equals a linear fit through the origin on the basis of the MPI‐BGC GPP model.
(bottom) Normalized Fs/cos(SZA) vs. MODIS LAI, NDVI and fPAR. The large symbols in all plots are biome averages,
further separated for northern and southern hemisphere and based on 1x1° biome classification see auxiliary material.

Table 1. Linear Pearson Correlation Coefficients (r2) With Chlorophyll Fluorescence on 4° × 4° Grid Cells for the Annual Average and
Different Seasonsa

MPI‐BGC MODIS CASA MODIS MODIS MODIS MODIS CASA
Season GPP GPP GPP LAI NDVI fPAR MPI GPP MPI GPP

JJA 0.76 0.56 0.57 0.53 0.48 0.44 0.82 0.74
SON 0.86 0.78 0.64 0.73 0.64 0.63 0.87 0.80
DJF 0.88 0.76 0.77 0.63 0.63 0.61 0.87 0.80
MAM 0.81 0.72 0.64 0.63 0.51 0.53 0.86 0.77
Annual 0.80 0.74 0.52 0.64 0.46 0.46 0.81 0.63
JJA‐DJF 0.89 0.65 0.72 0.70 0.53 0.80 0.78 0.86

aSeasons: June‐August 2009 (JJA), September‐November 2009 (SON), December‐February 2009–2010 (DJF) and March‐May 2010 (MAM).
Vegetation‐free areas are excluded in the analysis. In addition, the correlation of the difference between JJA and DJF is displayed (JJA‐DJF, see
Figure S12 in Text S1). The two right columns indicate the correlation coefficients of MODIS against MPI‐BGC and CASA against MPI‐BGC,
respectively.
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•  Assume Linear 
Relationship of FS & GPP 

•  Due to gaps, use weighted 
average with MPI 



Example:  
Seasonal CO2 Flux for N. America 

Shift in amplitude/phase of RE, leads to shift in timing of 
peak CO2 uptake 



Using Amazon XCO2 
Effectively 



•  Sampling coverage biased towards southeast and dry season 
•  Very few points over lower Amazon Basin during wet season 

Observing The Amazon is Hard 

# Samples in 
1 Year 

Spatial Coverage 



•  Sampling coverage biased towards southeast and dry season 
•  Very few points over lower Amazon Basin during wet season 
•  How can we resolve low sampling coverage in central Amazon? 

Observing The Amazon is Hard 

# Samples in 
1 Year 

Spatial Coverage of XCO2 Seasonal Coverage 



•  XCO2 Retrieval Intercomparison 
•  BARCA (Balanço Atmosférico Regional de Carbono na 

Amazônia) Aircraft Campaigns 
–  In-situ CO2/CH4 and flask measurements for GHG’s/isotopes 

in Nov 08 (Phase A) and May 09 (Phase B) 

•  Background CO2 from GLOBALVIEW  
–  http://www.esrl.noaa.gov/gmd/ccgg/globalview/co2/

co2_intro.html 

•  Flux tower data from LBA  
–  http://daac.ornl.gov/LBA/lba.shtml 

Comparison to Independent Data in Amazon 



Sensitivity Studies 



•  STILT-based CH4 footprint 
shows some seasonal/regional 
dependence 
–  Offshore influence is 

consistently strong 

•  Alternatively, perform 
sensitivity calculations of 
column CO2 using GEOS-
CHEM Adjoint 
–  Transport or surface flux? 

–  Regional or local? 

Local or Large-Scale? 

Beck et al (2012) 

Flux Footprint  
(e.g., CH4 & STILT) 



Test For Amazon Emission 
Sources 



Natural or Biomass Burning? 

MOPITT CO 

Tracer gases such as Carbon Monoxide can tell us about sources of 
CO2 from Biomass Burning  

 

 



Sub-Monthly Constraints 



Assimilate FS into GPP Model 



•  Joint retrievals of XCO2 and FS may 
have strong predictive power for: 
–  Predicting short and long term carbon pools 

–  Analyzing carbon imbalance in the Amazon 

–  Disentangling Carbon Sources (Biomass 
Burning verse Respiration) 

–  Data assimilation in land surface models 

Take Home Points 


